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Abstract

Understanding the motion of humans and objects is key for intelligent systems. Motions are the

result of physics, but non-physical dynamics also play an important role, for example, social norms

and traffic laws determine how pedestrians and vehicles behave. The ability to perceive and generate

these motions enables important applications, such as autonomous robots that operate in the real

world, mixed reality that augments the real world, and animation and simulation that imitate the

real world. Despite often being approached as separate problems, the perception and generation

of motion both fundamentally rely on having an accurate model of dynamics for humans and

objects in a scene. Perception problems like pose estimation, tracking, and shape estimation require

motion understanding to reason about occlusions and noise from partial and ambiguous inputs.

Generation problems such as forecasting future motion rely entirely on being able to predict motion.

A promising avenue to solve these problems is learning models of motion, however, it is challenging

to develop models that accurately reflect the real world, capture the diversity of motion due to

inherent uncertainty, and robustly generalize to many possible scenarios.

This thesis explores how to effectively learn models of motion to solve important perception and

generation problems. We propose several data-driven methods to accurately capture the dynamics of

humans, objects, and how they interact with each other and their environment. In the first part of the

thesis, we introduce two methods for perceiving 3D human pose and 3D object shape, respectively.

The first uses a robust generative model of 3D human pose transitions, while the second learns a

continuous motion representation entirely from point cloud observations. The second part of the

thesis focuses on motion models for synthesizing high-level human behavior in the form of 2D

top-down trajectories. In these works, we introduce two new generative models that handle complex

multi-agent interactions and can be controlled by a user to produce trajectories with desirable

properties. We show this is useful to create rare scenarios for testing autonomous vehicles and

to animate crowds of pedestrians. Finally, the thesis ends with a discussion of important future

directions to continue improving learned models of motion for humans and objects.
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Chapter 1

Introduction

Humans and objects are in constant motion and frequently interact in interesting and complex ways.

Humans move by articulating joints over time based on their intention to perform certain actions.

This motion depends on their physical capabilities, which are determined by body shape and strength.

Objects encapsulate a wider variety of motions. For example, cars move based on accelerations and

steering, which are the result of human behavior and control. Household objects move rigidly (e.g.,

a bottle tipping over) or articulate (e.g., a pair of scissors), while clothing and food may deform in

complicated ways. Finally, interactions determine how humans and objects move together, and how

motion is affected by the surrounding environment. For example, pedestrians move in crowds to

avoid collisions, while vehicles respect the rules of the road including traffic laws and lane markers.

The motion of humans and objects fundamentally follows the laws of physics, which determine

dynamics based on physical forces (gravity, joint torques), properties (mass, friction), and the

environment (collisions). However, at a more abstract or semantic level, motions are the result of

intangible interactions that we consider on a daily basis. Social “forces” determine how pedestrians

interact with each other based on cultural norms, which change if a person is walking alone, with a

colleague, or with a close friend. Traffic laws constrain how we drive, but may be selectively ignored

by more aggressive drivers. Objects have certain semantics and affordances that determine how

humans move during interactions: we usually sit on a couch but lay down on a bed, even though each

object supports both actions.

The work in this thesis is motivated by the fact that intelligent computational systems require

an understanding of both the physical and semantic aspects of motion to operate successfully.

Applications of these systems range from physical systems in the real world to completely digital

ones, and they face several challenges inherent to motion. For example, autonomous systems like

1



CHAPTER 1. INTRODUCTION 2

Figure 1.1: Motion understanding encapsulates fundamental problems in both perception (left) and
generation (right). In this example for human motion, both sets of problems require knowing how
human pose is likely to change over time, which can be captured by a model of motion. The spiral
trajectory image was taken from [37].

self-driving vehicles and home robots move around the real world based on visual inputs, much

like humans. They need to see moving entities around them from noisy sensors, which may be

partially or even fully occluded. They must anticipate how surrounding entities will move in the

future while accounting for potential uncertainty, and then decide how to proceed to achieve their

goals. Importantly, these systems must deal with a variety of motions from rigid or articulated bodies

to non-rigid deformation.

There are also applications that represent the dynamic world digitally, such as animating charac-

ters or simulating traffic. These systems must synthesize realistic and diverse motion for a variety

of characters and objects. They must also resolve interactions between humans and objects, for

example to simulate motions that avoid collisions and follow social norms. Often, these applications

are inherently creative and therefore require that users have some controllability over motion.

Across these motivating applications, motion understanding encapsulates a wide range of capabil-

ities that includes fundamental tasks in computer vision. These problems are both discriminative (i.e.,

involve perception) and generative (i.e., involve prediction or synthesis). Perception is the ability to

parse the contents of a dynamic scene from visual inputs like an RGB video or point cloud sequence.

For example, estimating the 3D pose of objects and humans, tracking how the pose evolves over time,

and reconstructing their 3D geometry. Prediction, on the other hand, determines how entities are

likely to move in the future, subject to constraints from their environment and interactions with each

other. This kind of forecasting could be for top-down 2D trajectories, full 3D poses, or 3D geometry

(e.g., a point cloud sequence).

The work in this thesis tackles both perception and generation problems, but takes a unified

approach that is built on learned models of motion. We will propose several learning-based methods

that deliberately model the underlying dynamics of humans and objects to accurately capture their
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motions and how they interact with each other and their surroundings. We will see how these learned

models can be leveraged for perception problems like 3D pose estimation and reconstruction, and

for generative problems such as creating traffic scenarios and simulating crowds. To begin, Sec. 1.1

will define motion modeling, discuss the key challenges, and place the thesis work broadly in the

context of prior approaches (an in depth discussion of related work for specific applications and tasks

is relegated to later chapters). Then, Sec. 1.2 will outline the thesis organization and discuss how the

works are connected by a throughline of effective motion modeling.

1.1 Motion Modeling for Perception and Generation

Perceiving motion and generating motion are often tackled independently using distinct approaches.

As an example, let us consider 3D human motion (i.e., the change in joint pose over time). 3D

human motion can be generated by learning to animate characters [147, 77, 103, 196]. On the

perception side, there are several recent learned approaches to recover 3D human motion from

RGB video [114, 231, 126]. Despite both of these problems relying on the same underlying motion

understanding – knowing how humans are expected to move – animation is achieved with generative

or predictive models, while perception uses discriminative feed-forward networks that, at best, use a

motion prior only during training.

In contrast, the work in this thesis views the the generation and perception of motion as two

sides of the same problem: as shown in Fig. 1.1, both rely on a detailed understanding of motion.

Therefore, modeling the underlying dynamics of humans and objects in a scene should be useful for

solving both sets of problems. This kind of motion model directly solves motion generation problems

where the goal is to synthesize or predict realistic future motions. For perception, the motion model

indicates how a person or object is expected to move, which provides a strong prior on the pose and

geometry that is being estimated. So how should we approach modeling motion in a way that is

useful for both perception and generation? And how do motion models help to tackle perception

challenges compared to other approaches?

1.1.1 Modeling Motion and Accompanying Challenges

At a high level, the goal of a motion model is to predict future states for a human or object based on

past states and the surrounding context, such as the static environment or motion of other dynamic

entities. The state space of the motion and representation of the context varies based on the domain.

Throughout this thesis, we will primarily discuss three different domains: (1) 3D humans, where
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motion is the change in articulated pose over time, (2) 3D objects represented as point clouds, where

motion is the change in object shape, i.e., evolution of surface points, and (3) vehicle and pedestrian

behavior, where motion is represented using 2D bird’s-eye view trajectories.

Across these domains, there are key features that a motion model must possess to be useful in

downstream applications. Motion models must be:

• Accurate – Motions should reflect real-world data and exhibit both physical and semantic

plausibility. This means predicting motions that respect the laws of physics (accelerations,

contacts, etc.) along with non-physical constraints (e.g., social norms and road rules).

• Diverse – The model should reflect uncertainty by capturing the full distribution of possible

outcomes. This is necessary because motion prediction is usually an under-constrained problem

with many correct answers. For example, the (unobservable) intent of a person has a large

effect on how they move.

• Robust – The model should make reasonable predictions from partial or ambiguous inputs. For

example, 3D sensors provide partial and noisy point cloud observations, from which we want

to recover past motion or predict future motion.

• Generalizable – The model should be accurate for all instances within a class of motions. For

example, a model to predict 3D human poses should work for all body shapes and not just the

average person.

• Interaction-aware – Motion predictions must account for surrounding context. This means

successfully modeling both physical and semantic interactions with the static environment and

with other dynamic entities.

• Controllable – A user should be able to constrain output motions to meet objectives. For

creative applications, this could be hitting specific keyframe poses or traveling to goal loca-

tions. This is also useful for perception, in which case motion must be constrained to match

observations.

One way to model motion is by explicitly leveraging the laws of physics. If we have the full

state of the system being modeled, including the state of the human/object, their surroundings, and

physical properties like mass and friction, we can simulate motion using an explicit physics-based

model to get accurate and realistic dynamics [111, 148, 64, 66, 23, 22]. As discussed in Sec. 2.7.1,

this kind of approach can be successfully used for perception tasks like animating 3D characters
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from video [208]. It also nicely generalizes to different humans and objects since the underlying

physics does not change. However, using explicit physics relies on knowing information that is not

always given or observable from visual inputs like video. In addition to physical properties like mass

and friction, contacts with the environment must be known or inferred, along with the forces being

exerted by the person which result from high-level intent. Moreover, even though a physics-based

model gives physically-realistic motion, it will not necessarily be semantically plausible. To get

semantics, a high-level controller must determine forces that will, e.g., fulfill the intent of a person or

follow social norms.

This motivates using learned motion models, which have the potential to overcome the issues

of explicit physics while still implicitly capturing physically-plausible motion. Data-driven models

are attractive because, with enough data, they can learn not only physical dynamics, but also motion

resulting from semantic [242, 92] or social interactions (e.g., social distancing in crowds [298, 228, 4,

31]). They can also be formulated probabilistically to handle noise and partiality, capture uncertainty,

and learn semantic plausibility by training with maximum likelihood objectives.

To effectively leverage the capabilities of learned models, there are key technical design chal-

lenges that must be solved, which will be discussed extensively in this thesis. For example:

• The architecture and state space of the model must be carefully designed for each domain

to be accurate and expressive. Unlike physics-based models that have a clearly-defined state

space and dynamics function, neural network motion models can benefit from additional state

information [311] and network structures that reflect inductive bias in a domain [29, 131].

• Generalizing learned motion models to unseen humans and objects at test time requires

carefully-designed architectures and large and diverse training datasets. Even then, ensuring

models maintain accuracy outside of the training domain can be tricky, especially for closed-

loop motion synthesis such as traffic or crowd simulation.

• Incorporating constraints on motion in a flexible way at test time is not straightforward for

black-box neural networks. This is problematic for multi-agent interactions (e.g., collision

avoidance) [163, 164] and user controllability (e.g., keyframe constraints) that inherently

require hard constraints.

1.1.2 Perceiving Motion

Considering the numerous challenges outlined for effectively modeling motion, is it worthwhile to

use motion models for perception problems? After all, there are discriminative approaches to 3D
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pose estimation, tracking, and reconstruction that do not require developing a fully-featured model

of motion. For example, due to the rapid improvement of deep learning methods that estimate pose

or shape from a single frame of data (e.g., an RGB image or single point cloud) [129, 113, 241], it is

tempting to simply apply these static methods to dynamic data on a per-frame basis to solve perception

tasks. However, this approach cannot guarantee temporal coherence due to inherent uncertainty:

entities are often occluded or disappear completely and, in the case of image observations, 2D

projection introduces ambiguity. Therefore, it is important to consider a wide temporal context to

produce plausible and accurate estimations across a sequence [58].

For neural network methods, a simple approach is to take the entire observation sequence as

input (e.g., RGB video or point cloud sequence) and make an estimation at all frames simultaneously.

The hope is that during training, the model will learn temporal correlations present in the data and

produce plausible outputs. Alternatively, these motion patterns can be explicitly encouraged during

training using loss functions for smoothness [104] or physical plausibility, or using adversarial

training that employs a discriminator to increase the realism of recovered motions [126]. Though at

test time, there is no guarantee that plausibility will be maintained: the black-box network will learn

some implicit model of motion that may be entangled with other factors such as appearance. This

makes generalization to novel inputs potentially challenging, and limits the amount of controllability

available to the user.

Explicitly modeling the underlying motion of observed entities can more effectively inform

perception. Intuitively, if the model understands how humans and objects are expected to move, it

should be easy to determine whether estimated pose, tracks, and shape are plausible. This can be

seen as analysis-by-synthesis, and has several advantages over direct discriminative approaches. For

example, if the motion model captures realistic motion, it can be used to regularize or even directly

parameterize the outputs of the perception model. This will ensure that outputs are constrained

to the valid motion manifold, even at test time, which is particularly useful when observations

are noisy or contain occlusions. In these cases, the motion model can continue to track how

humans/objects are evolving even if they completely disappear from view. Similarly, the motion

model can anticipate future motions to inform perception in later observations. Finally, if the motion

model parameterizes the output of perception, then the motion will be disentangled from distracting

features like appearance.

A simple example of explicitly leveraging a motion model is track-by-detection frameworks [293].

In these methods, object detections at a single step are given as input, and the goal is to associate

detections across time. Several methods explicitly model object states and use a linear dynamics
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model to estimate future states and thereby inform the association across frames [280]. These simple

dynamics models are a good start but will not be expressive enough for many applications, especially

those dealing with complicated articulation and deformation. More sophisticated motion models

have been employed as optimization priors to recover 3D human and object pose sequences. This

includes both physics-based models [208, 25, 93, 173] along with probabilistic models learned from

data [258, 275]. Using highly expressive neural network models as motion priors is a relatively

recent direction [159], and will be discussed extensively in Chapters 2 and 3. Developing effective

and expressive motion models for perception inherits the challenges outlined in Sec. 1.1.1; robustness

and generalizability are particularly important. This is because input observations may be noisy and

irregular, and if a learned motion prior heavily overfits to a specific motion, it will limit the ability to

perceive more diverse or unexpected motions.

1.2 Thesis Outline and Contributions

This thesis addresses several problems in motion perception and generation. In particular, we focus

on developing data-driven models of motion and providing insights into the most effective ways to

achieve the capabilities outlined in Sec. 1.1.1. By learning motion models for 3D human pose, 3D

object shape, and 2D vehicle and pedestrian trajectories, several generative applications are enabled

such as character animation, traffic and crowd simulation, and traffic scenario editing. Moreover,

the proposed methods promote the analysis-by-synthesis perception paradigm by using learned

models of motion to inform perception tasks like 3D pose estimation and shape reconstruction. The

contributions of the thesis to the area of learned motion modeling are summarized in Tab. 1.1.

The thesis is organized into two main parts, as shown in Fig. 1.2. Chapters 2 and 3 focus

on motion models for perception problems. Specifically, they tackle perceiving the pose of 3D

humans and shape of 3D objects that are relatively isolated (i.e., have few environment or multi-agent

interactions). Chapters 4 and 5 look at generative applications of motion modeling centered around

human behavior. In these works, motion takes the form of 2D vehicle and pedestrian trajectories that

contain considerable interactions between agents and with the environment.

Chapter 2 introduces the HuMoR model for 3D human motion [206]. HuMoR is an expressive

generative model in the form of a conditional variational autoencoder (VAE), which learns a distribu-

tion of the change in pose at each step of a motion sequence. As a latent variable model, HuMoR

accounts for the uncertainty inherent to human motion and captures a diverse set of possible futures.

Its architecture design mirrors that of a traditional physics-based model, enabling generalization to a
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Figure 1.2: This thesis introduces several learned models of motion for solving important problems
in perception and generation. The first two chapters focus on perceiving 3D humans and objects,
while the latter two model vehicle and pedestrian behavior for traffic and crowd simulation using 2D
trajectories.

variety of motions and body shapes after training on a large motion capture dataset. For perception,

HuMoR is used as a motion prior to robustly estimate plausible 3D human pose, shape, and ground

contacts from noisy and ambiguous observations like RGB videos and point clouds. This is achieved

through a flexible optimization approach that controls motion using the HuMoR latent space to best

fit the partial observations.

Humans can be treated as articulated rigid bodies for the sake of pose estimation, so HuMoR

predicts human motion in the intuitive and low-dimensional pose space. However, general 3D objects

may experience motion that is rigid, articulated, and even deformable. How can motion be effectively

modeled for such 3D objects with no obvious state space?

Chapter 3 introduces CaSPR [207], a method to learn representations for dynamic 3D point

clouds that more generally capture spatiotemporal changes in object shape. The goal of such

a representation is to enable information aggregation over time and the interrogation of object

state at any spatiotemporal neighborhood in the past, observed or not. CaSPR first maps an input

point cloud sequence to a spatiotemporally-canonicalized object space. This canonicalization is

leveraged by a continuous model of object motion built on the latent neural ordinary differential

equations (ODE) framework. Using a latent ODE for motion enables learning a state space best

suited for a particular object motion, and therefore is flexible to rigid and deformable objects alike.

Experiments demonstrate the effectiveness of CaSPR on several perception applications including
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Method Accurate & Diverse Robust & General Interactions Controllable

HuMoR • Conditional VAE • Single-step design • Ground contacts • Latent optim
(Chapter 2) • Human pose state • Latent variable model

CaSPR • Neural ODE • Canonicalization – –
(Chapter 3) • Latent state space

STRIVE • Conditional VAE • Bicycle model output • Graph structure • Latent optim
(Chapter 4) • Collision penalty

TRACE • Diffusion model • Agent-centric • Map feature grid • Guidance
(Chapter 5) • Classifier-free sampling

Table 1.1: Summary of the thesis contributions to the area of learned motion modeling. Several of
the challenges outlined in Sec. 1.1.1 are addressed within each of the presented works.

shape reconstruction, camera pose estimation, continuous spatiotemporal sequence reconstruction,

and correspondence estimation from irregularly or intermittently sampled point cloud observations.

In Chapters 4 and 5, learned models are used to simulate high-level human behavior, which

is rich with multi-agent interactions. In these works, motion is represented as 2D trajectories – a

temporal series of 2D waypoints that a human will either drive or walk through. Modeling motion as

trajectories is useful for autonomous vehicles, where populating a simulation with realistic drivers

and pedestrians helps to test and train self-driving systems.

Chapter 4 tackles the problem of scalably creating long-tail (i.e., rare) traffic scenarios [210],

which are crucial to ensuring autonomous planners are safe. We introduce a method called STRIVE

to automatically generate challenging scenarios that cause a given planner to produce undesirable

collision behaviors. To maintain scenario plausibility, STRIVE leverages a learned model of traffic

motion in the form of a graph-based conditional VAE. The VAE operates at the scene level, using

a graph structure to resolve interactions between vehicles and training with a collision penalty to

encourage realistic interactions. The output of the model is an action sequence, which goes through

the kinematic bicycle model to ensure realistic vehicle dynamics are predicted. Similar to HuMoR,

the VAE learns a latent space that can be exploited via optimization to control the future trajectories of

vehicles in a scenario. Scenario generation is formulated as a latent space optimization that perturbs

an initial real-world scene to produce trajectories that collide with a given planner. A subsequent

optimization is used to find a “solution” to the scenario, ensuring it is useful to improve the planner.

Experiments show that STRIVE successfully generates a diverse set of realistic and challenging

scenarios to attack, and thereby improve, two planners.

STRIVE and HuMoR demonstrate the ability to control the outputs of a VAE motion model
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by optimizing in the latent space. However, this latent traversal can be expensive and produces

deterministic results, even if there are several plausible ways to meet the desired objectives. Chapter 5

explores an alternative approach to controlling motion generation through diffusion modeling [209].

We introduce a method called TRACE for generating realistic pedestrian trajectories that can be

controlled to meet user-defined goals. TRACE is a guided diffusion model that allows users to

constrain trajectories through target waypoints, speed, collision avoidance, and specified social

groups while accounting for the surrounding environment context. The denoising architecture

employs a learned map feature grid to resolve local interactions between pedestrians and obstacles,

and classifier-free training is used to ensure the model is flexible to guidance. Guidance perturbs

generated trajectories as part of the denoising process at test time, such that the model does not need

to be re-trained to work with new user controls. TRACE is integrated with a physics-based humanoid

controller to form a closed-loop, full-body pedestrian animation system capable of placing large

crowds in a simulated environment with varying terrains.

Chapter 6 concludes the thesis by summarizing the main contributions and connecting them to

several future directions to continue improving learned motion models for perception and generation.



Chapter 2

3D Human Motion Models for Pose
Estimation

We begin by tackling one of the most fundamental perception problems involving humans: 3D pose

estimation. As introduced next, the key component is a learned model of 3D human pose transitions

called HuMoR, which was originally published in ICCV 2021 [206].

2.1 Introduction

As humans, we are constantly moving in, interacting with, and manipulating the world around

us. Thus, applications such as action recognition [265, 266] or holistic dynamic indoor scene

understanding [39] require accurate perception of 3D human pose, shape, motion, contacts, and

interaction. Extensive previous work has focused on estimating 2D or 3D human pose [27, 167, 168],

shape [187, 88, 226], and motion [126] from videos. These are challenging problems due to the

large space of articulations, body shape, and appearance variations. Even the best methods struggle

to accurately capture a wide variety of motions from varying input modalities, producing noisy or

overly-smoothed motions (especially at ground contact, i.e., footskate), and struggle with occlusions

(e.g., walking behind a couch as in Fig. 2.1).

In this chapter, we focus on the problem of building a robust human motion model that can

address these challenges. To date, most motion models directly represent sequences of likely poses

— e.g., in PCA space [181, 259, 235] or via future-predicting autoregressive processes [250, 258,

191]. However, purely pose-based predictions either make modeling environment interactions and

generalization beyond training poses difficult, or quickly diverge from the space of realistic motions.

11
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Figure 2.1: HuMoR is a 3D Human Motion model for Robust estimation of temporal pose formulated
as a conditional variational autoencoder. (Left) The proposed approach can operate on many input
modalities and is designed to handle partial and noisy observations. (Middle/Right) A test-time
optimization fits 3D motion and shape to an input sequence using HuMoR as a prior; additional
outputs include the ground and person-ground contacts (colored as ground plane and contacts).

On the other hand, explicit physical dynamics models [208, 145, 233, 195, 25, 24] are resource

intensive and require knowledge of unobservable physical quantities. While generative models

potentially offer the required flexibility, building an expressive, generalizable and robust model for

realistic 3D human motions remains an open problem.

To address this, we introduce a learned, autoregressive, generative model that captures the

dynamics of 3D human motion, i.e., how pose changes over time. Rather than describing likely

poses, the Human Motion Model for Robust Estimation (HuMoR) models a probability distribution

of possible pose transitions, formulated as a conditional variational autoencoder [239]. Though

not explicitly physics-based, its components correspond to a physical model: the latent space

can be interpreted as generalized forces, which are inputs to a dynamics model with numerical

integration (the decoder). Moreover, ground contacts are explicitly predicted and used to constrain

pose estimation at test time.

After training on the large AMASS motion capture dataset [162], we use HuMoR as a motion

prior at test time for 3D human perception from noisy and partial observations across different input

modalities such as RGB(-D) video and 2D or 3D joint sequences, as illustrated in Fig. 2.1 (left).

In particular, we introduce a robust test-time optimization strategy which interacts with HuMoR to

estimate the parameters of 3D motion, body shape, the ground plane, and contact points as shown

in Fig. 2.1 (middle/right). This interaction happens in two ways: (i) by parameterizing the motion

in the latent space of HuMoR, and (ii) using HuMoR priors in order to regularize the optimization

towards the space of plausible motions.

Comprehensive evaluations reveal that our method surpasses the state-of-the-art on a variety

of visual inputs in terms of accuracy and physical plausibility of motions under partial and severe
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occlusions. We further demonstrate that our motion model generalizes to diverse motions and

body shapes on common generative tasks like sampling and future prediction. In a nutshell, our

contributions are:

• HuMoR, a generative 3D human motion prior modeled by a novel conditional VAE which

enables expressive and general motion reconstruction and generation,

• A subsequent robust test-time optimization approach that uses HuMoR as a strong motion

prior jointly solving for pose, body shape, and ground plane / contacts,

• The capability to operate on a variety of inputs, such as RGB(-D) video and 2D/3D joint

position sequences, to yield accurate and plausible motions and contacts, exemplified through

extensive evaluations.

Our work, more generally, suggests that neural nets for dynamics problems can benefit from

architectures that model transitions, allowing control structures that emulate classical physical

formulations.

2.2 Related Work

Much progress has been made on building methods to recover 3D joint locations [190, 168, 167] or

parameterized 3D pose and shape (i.e., SMPL [155]) from observations [263]. We focus primarily

on motion and shape estimation.

Learning-Based Estimation. Deep learning approaches have shown success in regressing 3D shape

and pose from a single image [129, 113, 188, 84, 83, 300, 41]. This has led to developments in

predicting motion (pose sequences) and shape directly from RGB video [114, 305, 231, 247, 58].

Most recently, VIBE [126] uses adversarial training to encourage plausible outputs from a conditional

recurrent motion generator. MEVA [159] maps a fixed-length image sequence to the latent space of

a pre-trained motion autoencoder. These methods are fast and produce accurate root-relative joint

positions for video, but motion is globally inconsistent and they struggle to generalize, e.g., under

severe occlusions. Other works have addressed occlusions but only on static images [17, 309, 217,

75, 127]. Our approach resolves difficult occlusions in video and other modalities by producing

plausible and expressive motions with HuMoR.

Optimization-Based Estimation. One may directly optimize to more accurately fit to observations

(images or 2D pose estimators [27]) using human body models [71, 8, 19]. SMPLify [19] uses the
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SMPL model [155] to fit pose and shape parameters to 2D keypoints in an image using priors on pose

and shape. Later works consider body silhouettes [134] and use a learned variational pose prior [187].

Optimization for motion sequences has been explored by several works [6, 108, 151, 301, 283] which

apply simple smoothness priors over time. These produce reasonable estimates when the person is

fully visible, but with unrealistic dynamics, e.g., overly smooth motions and footskate.

Some works employ human-environment interaction and contact constraints to improve shape

and pose estimation [93, 151, 94] by assuming scene geometry is given. iMapper [172] recovers

both 3D joints and a primitive scene representation from RGB video based on interactions by motion

retrieval, which may differ from observations. In contrast, our approach optimizes for pose and shape

by using an expressive generative model that produces more natural motions than prior work with

realistic ground contact.

Human Motion Models. Early sophisticated motion models for pose tracking used a variety of

approaches, including mixtures-of-Gaussians [106], linear embeddings of periodic motion [181,

259, 235], nonlinear embeddings [62], and nonlinear autoregressive models [250, 274, 258, 191].

These methods operate in pose space, and are limited to specific motions. Models based on physics

can potentially generalize more accurately [208, 145, 233, 195, 25, 24, 297], while also estimating

global pose and environmental interactions. However, general-purpose physics-based models are

difficult to learn, computationally intensive at test-time, and often assume full-body visibility to

detect contacts [208, 145, 233].

Many motion models have been learned for computer animation [21, 132, 219, 142, 148, 103,

242] including recent recurrent and autoregressive models [89, 77, 98, 285, 147]. These often

focus on visual fidelity for a small set of characters and periodic locomotions. Some have explored

generating more general motion and body shapes [311, 189, 3, 46], but in the context of short-

term future prediction. HuMoR is most similar to Motion VAE [147], however we make crucial

contributions to enable generalization to unseen, non-periodic motions on novel body shapes.

2.3 HuMoR: 3D Human Dynamics Model

The goal of this work is to build an expressive and generalizable generative model of 3D human

motion learned from real human motions, and to show that this can be used for robust test-time

optimization (TestOpt) of pose and shape. In this section, we first describe the model, HuMoR.

State Representation. We represent the state of a moving person as a matrix x composed of a root

translation r ∈ R3, root orientation Φ ∈ R3 in axis-angle form, body pose joint angles Θ ∈ R3×21
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Figure 2.2: The HuMoR CVAE architecture is shown. During training, given the previous state
xt−1 and ground truth current state xt, the model reconstructs x̂t by sampling from the encoder
distribution. At test time we can (i) generate the next state from xt−1 by sampling from the prior
distribution and decoding, (ii) infer a latent transition zt with the encoder, or (iii) evaluate the
likelihood of a given zt with the conditional prior.

and joint positions J ∈ R3×22:

x = [ r ṙ Φ Φ̇ Θ J J̇ ], (2.1)

where ṙ, Φ̇ and J̇ denote the root and joint velocities, respectively, giving x ∈ R3×69. Part of the

state, (r,Φ,Θ), parameterizes the SMPL body model [155, 218] which is a differentiable function

M(r,Φ,Θ, β) that maps to body mesh vertices V ∈ R3×6890 and joints JSMPL ∈ R3×22 given

shape parameters β ∈ R16. Our over-parameterization allows for two ways to recover the joints: (i)

explicitly from J, (ii) implicitly through the SMPL map M(·).

Latent Variable Dynamics Model. We are interested in modeling the probability of a time sequence

of states

pθ(x0,x1, . . . ,xT ) = pθ(x0)
T∏
t=1

pθ(xt|xt−1) , (2.2)

where each state is assumed to be dependent on only the previous one and θ are learned parameters.

Then pθ(xt|xt−1) must capture the plausibility of a transition.

We propose a conditional variational autoencoder (CVAE) which formulates the motion

pθ(xt|xt−1) as a latent variable model as shown in Fig. 2.2. Following the original CVAE deriva-

tion [239], our model contains two main components. First, conditioned on the previous state xt−1,
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the distribution over possible latent variables zt ∈ R48 is described by a learned conditional prior:

pθ(zt|xt−1) = N (zt;µθ(xt−1), σθ(xt−1)) , (2.3)

which parameterizes a Gaussian distribution with diagonal covariance via a neural network. In-

tuitively, the latent variable zt represents the transition to xt and should therefore have different

distributions given different xt−1. For example, an idle person has a large variation of possible next

states while a person in midair is on a nearly deterministic trajectory. Learning the conditional prior,

rather than assuming pθ(zt|xt−1) = N (zt;0, I), significantly improves the ability of the CVAE to

generalize to diverse motions and empirically stabilizes both training and TestOpt.

Second, conditioned on zt and xt−1, the decoder produces two outputs, ∆θ and ct. The change

in state ∆θ defines the output distribution pθ(xt|zt,xt−1) through

xt = xt−1 +∆θ(zt,xt−1) + η, η ∼ N (0, I). (2.4)

We find the additive update ∆θ improves predictive accuracy compared to direct next-step prediction.

The person-ground contact ct is the probability that each of 8 body joints (left and right toes, heels,

knees, and hands) is in contact with the ground at time t. Contacts are not part of the input to the

conditional prior, only an output of the decoder. The contacts enable environmental constraints in

TestOpt.

The complete probability model for a transition is then:

pθ(xt|xt−1) =

∫
zt

pθ(zt|xt−1)pθ(xt|zt,xt−1). (2.5)

Given an initial state x0, one can sample a motion sequence by alternating between sampling

zt ∼ pθ(zt|xt−1) and sampling xt ∼ pθ(xt|zt,xt−1), from t = 1 to T . This model parallels a

conventional stochastic physical model. The conditional prior can be seen as a controller, producing

“forces” zt as a function of state xt−1, while the decoder acts like a combined physical dynamics

model and Euler integrator of generalized position and velocity in Eq. (2.4).

In addition to this nice physical interpretation, our model is motivated by Motion VAE (MVAE) [147],

which has recently shown promising results for single-character locomotion animation, also using a

VAE for pθ(xt|xt−1). However, we find that directly applying MVAE for estimation does not give

good results (Sec. 2.5). We overcome this by additionally learning a conditional prior, modeling

the change in state and contacts, and encouraging consistency between joint position and angle
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predictions (Sec. 2.3.1).

Rollout. We use our model to define a deterministic rollout function, which is key to TestOpt. Given

an initial state x0 and a sequence of latent transitions z1:T , we define a function xT = f(x0, z1:T )

that deterministically maps the motion “parameters” (x0, z1:T ) to the resulting state at time T . This

is done through autoregressive rollout which decodes and integrates xt = xt−1 +∆θ(zt,xt−1) at

each timestep.

Initial State GMM. We model pθ(x0) with a Gaussian mixture model (GMM) containing K = 12

components with weights γi, so that pθ(x0) =
∑K

i=1 γ
iN (x0;µ

i
θ, σ

i
θ).

2.3.1 Training

Our CVAE is trained using pairs of (xt−1, xt). We consider the usual variational lower bound:

log pθ(xt|xt−1) ≥ Eqϕ [log pθ(xt|zt,xt−1)]−DKL(qϕ(zt|xt,xt−1) ∥ pθ(zt|xt−1)). (2.6)

The expectation term measures the reconstruction error of the decoder. The encoder, i.e. approximate

posterior, is introduced for training and parameterizes a Gaussian distribution qϕ(zt|xt,xt−1) =

N (zt;µϕ(xt,xt−1), σϕ(xt,xt−1)). The KL divergence DKL(· ∥ ·) regularizes its output to be near

the prior. Therefore, we seek the parameters (θ, ϕ) that minimize the loss function

Lrec + wKLLKL + Lreg (2.7)

over all training pairs in our dataset, where Lrec + wKLLKL is the lower bound in Eq. (2.6) with

weight wKL, and Lreg contains additional regularizers.

For a single training pair (xt−1, xt), the reconstruction loss is computed as Lrec = ||xt − x̂t||2

from the decoder output x̂t = xt−1 + ∆θ(zt,xt−1) with zt ∼ qϕ(zt|xt,xt−1). Gradients are

backpropagated through this sample using the reparameterization trick [122]. The regularization

loss contains two terms: Lreg = LSMPL + wcontactLcontact. The SMPL term LSMPL = Ljoint + Lvtx +

Lconsist uses the output of the body model with the estimated parameters and ground truth shape

[ĴSMPL
t , V̂t] = M(r̂t, Φ̂t, Θ̂t, β):

Ljoint = ||JSMPL
t − ĴSMPL

t ||2 (2.8)

Lvtx = ||Vt − V̂t||2 (2.9)

Lconsist = ||Ĵt − ĴSMPL
t ||2. (2.10)
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The loss Lconsist encourages consistency between regressed joints and those of the body model.

The contact loss Lcontact = LBCE + Lvel contains two terms. The first supervises ground contact

classification with a typical binary cross entropy; the second regularizes joint velocities to be

consistent with contacts Lvel =
∑

j ĉ
j
t ||v̂t||2 with v̂t ∈ ˆ̇Jt and ĉjt ∈ ĉt the predicted probability that

joint j is in ground contact. We set wcontact = 0.01 and wKL = 4e−4.

The initial state GMM is trained separately with expectation-maximization on the same dataset

used to train the CVAE.

Implementation Details. To ease learning and improve generalization, our model operates in an

aligned canonical coordinate frame at each step. Specifically, based on xt−1 we apply a rotation

around the up (+z) axis and translation in x, y such that the x and y components of rt−1 are 0

and the person’s body right axis (w.r.t. Φt−1) is facing the +x direction. All networks are 4 or 5

layer MLPs with ReLU activations and group normalization [282]. The latent transition zt ∈ R48 is

skip-connected to every layer of the decoder in order to emphasize its importance and help avoid

posterior collapse [147].

A common difficulty in training VAEs is posterior collapse [158] – when the learned latent

encoding zt is effectively ignored by the decoder. This problem is exacerbated in CVAEs since the

decoder receives additional conditioning [147, 239]. To combat posterior collapse [158, 147, 239],

we linearly anneal wKL during training [20]. Following [147], we also use scheduled sampling [12]

to enable long-term generation by making the model robust to its own errors.

2.4 Test-time Motion Optimization

We next use the space of motion learned by HuMoR as a prior in TestOpt to recover pose and shape

from noisy and partial observations while ensuring plausibility.

2.4.1 Optimization Variables

Given a sequence of observations y0:T , either as 2D/3D joints, 3D point clouds, or 3D keypoints,

we seek the shape β and a sequence of SMPL pose parameters (r0:T ,Φ0:T ,Θ0:T ) which describe

the underlying motion being observed. We parameterize the optimized motion using our CVAE
by the initial state x0 and a sequence of latent transitions z1:T . Then at T (and any intermediate

steps) xT = f(x0, z1:T ) is determined through model rollout using the decoder as previously

detailed. Compared to directly optimizing SMPL [6, 19, 108], this motion representation naturally

encourages plausibility and is compact in the number of variables. To obtain the transformation
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between the canonical coordinate frame in which our CVAE is trained and the observation frame

used for optimization, we additionally optimize the ground plane of the scene g ∈ R3 with g = dn̂

where n̂ is the ground unit normal vector and d the plane offset. All together, we simultaneously

optimize initial state x0, a sequence of latent variables z1:T , ground g, and shape β. We assume a

static camera with known intrinsics.

Observation-to-Canonical Transformation. We assume that gravity is orthogonal to the ground

plane. Therefore, given the current floor g and root state r,Φ (in the observation frame) we compute

a rotation and translation to the canonical CVAE frame: after the transformation, n̂ is aligned with

+z and d = 0, Φ faces body right towards +x, and the x, y components of r are 0. With this ability,

we can always compute the (observed) state at time xt from z1:t, x0, and g by (i) transforming x0 to

the canonical frame, (ii) using the CVAE to rollout xt = f(x0, z1:t), and (iii) transforming xt back

to the observation frame.

2.4.2 Objective & Optimization

The optimization objective can be formulated as a maximum a-posteriori (MAP) estimate, which

seeks a motion that is plausible under our generative model while closely matching observations:

min
x0,z1:T ,g,β

Emot + Edata + Ereg. (2.11)

We next detail each of these terms which are the motion prior, data, and regularization energies. In

the following, λ are weights to determine the contribution of each term.

Motion Prior Emot. This energy measures the likelihood of the latent transitions z1:T and initial

state x0 under the HuMoR CVAE and GMM. It is Emot = ECVAE + Einit where

ECVAE = −λCVAE

T∑
t=1

logN (zt;µθ(xt−1), σθ(xt−1)) (2.12)

Einit = −λinit log
K∑
i=1

γiN (x0;µ
i
θ, σ

i
θ). (2.13)

ECVAE uses the learned conditional prior and Einit uses the initial state GMM.

Data Term Edata. This term is the only modality-dependent component of our approach, requiring

different losses for different inputs: 3D joints, 2D joints, and 3D point clouds. All data losses operate

on SMPL joints or mesh vertices obtained through the body model [JSMPL
t ,Vt] = M(rt,Φt,Θt, β)
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using the current shape β along with the SMPL parameters (rt,Φt,Θt) contained in xt = f(x0, z1:t)

transformed from the canonical to observation (i.e. camera) frame. In the simplest case, the

observations yt are 3D joint positions (or keypoints with known correspondences) and our energy is

Edata ≜ E3D
data = λdata

T∑
t=0

J∑
j=1

||pj
t − yj

t ||2 (2.14)

with pj
t ∈ JSMPL

t . For 2D joint positions, each with a detection confidence σj
t , we use a re-projection

loss

Edata ≜ E2D
data = λdata

T∑
t=0

J∑
j=1

σj
t ρ(Π(p

j
t )− yj

t ) (2.15)

with ρ the robust Geman-McClure function [19, 73] and Π the pinhole projection. If an estimated

person segmentation mask is available, it is used to ignore spurious 2D joints. Finally, if yt is a 3D

point cloud obtained from a depth map roughly masked around the person of interest, we use the

mesh vertices to compute

Edata ≜ EPC3D
data = λdata

T∑
t=0

Nt∑
i=1

wbs min
pt∈Vt

||pt − yi
t||2 (2.16)

where wbs is a robust bisquare weight [10] computed based on the Chamfer distance term.

Regularizers Ereg. The additional regularization consists of four terms Ereg = Eskel + Eenv + Egnd +

Eshape. The first two terms encourage rolled-out motions from the CVAE to be plausible even when

the initial state x0 is far from the optimum (i.e. early in optimization). The skeleton consistency term

uses the joints Jt directly predicted by the decoder during rollout along with the SMPL joints:

Eskel =

T∑
t=1

(
λc

J∑
j=1

||pj
t − p

j,pred
t ||2 + λb

B∑
i=1

(lit − lit−1)
2
)

(2.17)

with pj
t ∈ JSMPL

t and p
j,pred
t ∈ Jt. The second summation uses bone lengths l computed from Jt at

each step. The second regularizer Eenv ensures consistency between predicted CVAE contacts, the

motion, and the environment:

Eenv =
T∑
t=1

J∑
j=1

λcvc
j
t ||p

j
t − pj

t−1||
2 + λchc

j
t max(|pj

z,t| − δ, 0) (2.18)
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where pj
t ∈ JSMPL

t and cjt is the contact probability output from the model for joint j. The contact

height term weighted by λch ensures the z-component of contacting joints are within δ of the floor in

the canonical frame.

The final two regularizers are priors on the ground and shape. We assume the ground should stay

close to initialization Egnd = λgnd||g − ginit||2. Finally, β should stay near the neutral zero vector

similar to [93, 187]: Eshape = λshape||β||2.

Initialization & Optimization. We initialize the temporal SMPL parameters r0:T ,Φ0:T ,Θ0:T

and shape β with an initialization optimization using Edata and Eshape along with two additional

regularization terms. Epose =
∑

t ||z
pose
t ||2 is a pose prior where z

pose
t ∈ R32 is the body joint angles

represented in the latent space of the VPoser model [187, 93]. The smoothness term Esmooth =∑T
t=1

∑J
j=1 ||p

j
t − pj

t−1||2 with pj
t ∈ JSMPL

t smooths 3D joint positions over time. Afterwards, the

initial latent sequence zinit
1:T is computed through inference with the CVAE encoder. Our optimization

is implemented in PyTorch [186] using L-BFGS and autograd; with batching, a 3s RGB video

takes about 5.5 min to fit. For all experiments, we optimize using the neutral SMPL+H [218] body

model in 3 stages. First, only the initial state x0 and first 15 frames of the latent sequence z1:15

are optimized for 30 iterations in order to quickly reach a reasonable initial state. Next, x0 is fixed

while the full latent dynamics sequence z1:T is optimized for 25 iterations, and then finally the full

sequence and initial state are tuned together for another 15 iterations. The ground g and shape β are

optimized in every stage.

2.5 Experimental Results

We evaluate HuMoR on (i) generative sampling tasks and (ii) as a prior in TestOpt to estimate motion

from 3D and RGB(-D) inputs. We encourage viewing the supplementary videos to appreciate the

qualitative improvement of our approach.

2.5.1 Datasets

AMASS [162] is a large motion capture database containing diverse motions and body shapes on the

SMPL body model. We sub-sample the dataset to 30 Hz and use the recommended training split

to train the CVAE and initial state GMM in HuMoR. We evaluate on the held out Transitions and

HumanEva [236] subsets (Sec. 2.5.3 and 2.5.4).

https://geometry.stanford.edu/projects/humor/supp.html
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i3DB [172] contains RGB videos of person-scene interactions involving medium to heavy occlusions.

It provides annotated 3D joint positions and a primitive 3D scene reconstruction which we use to

fit a ground plane for computing plausibility metrics. We run off-the-shelf 2D pose estimation [27],

person segmentation [36], and plane detection [149] models to obtain inputs for our optimization.

PROX [93] contains RGB-D videos of people interacting with indoor environments. We use a subset

of the qualitative data to evaluate plausibility metrics using a floor plane fit to the provided ground

truth scene mesh. We obtain 2D pose, person masks, and ground plane initialization in the same way

as done for i3DB. We evaluate on all videos from 4 chosen scenes (N3Office, N3Library, N0Sofa,

and MPH1Library) that tend to have more dynamic motions and occlusions.

2.5.2 Baselines and Evaluation Metrics

Motion Prior Baselines. We ablate the proposed CVAE to analyze its core components: No Delta

directly predicts the next state from the decoder rather than the change in state, No Contacts does

not classify ground contacts, No LSMPL does not use SMPL regularization in training, and Standard

Prior uses N (0, I) rather than our learned conditional prior. All of these ablated together recovers

MVAE [147].

Motion Estimation Baselines. VPoser-t is the initialization phase of our optimization. It uses

VPoser [187] and 3D joint smoothing similar to previous works [6, 108, 301]. PROX-(RGB/D) [93]

are optimization-based methods which operate on individual frames of RGB and RGB-D videos,

respectively. Both assume the full scene mesh is given to enforce contact and penetration constraints.

VIBE [126] is a recent learned method to recover shape and pose from video.

Error Metrics. 3D positional errors are measured on joints, keypoints, or mesh vertices (Vtx) and

compute global mean per-point position error unless otherwise specified. We report positional errors

for all (All), occluded (Occ), and visible (Vis) observations separately. Finally, we report binary

classification accuracy of the 8 person-ground contacts (Contact) predicted by HuMoR.

Plausibility Metrics. We use additional metrics to measure qualitative motion characteristics that

joint errors cannot capture. Smoothness is evaluated by mean per-joint accelerations (Accel) [114].

Another important indicator of plausibility is ground penetration [208]. We use the true ground

plane to compute the frequency (Freq) of foot-floor penetrations: the fraction of frames for both

the left and right toe joints that penetrate more than a threshold. We measure frequency at 0, 3, 6,

9, 12, and 15 cm thresholds and report the mean. We also report mean penetration distance (Dist),
where non-penetrating frames contribute a distance of 0 to make values comparable across differing
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Future Prediction Diversity
Model Contact ↑ ADE ↓ FDE ↓ APD ↑
MVAE [147] - 25.8 50.6 85.4
HuMoR 0.88 21.5 42.1 94.9
HuMoR (Qual) 0.88 22.0 46.3 100.0

Table 2.1: (Left) Future prediction accuracy for 2s AMASS sequences. Contact classification
accuracy, average displacement error (cm), and final displacement error (cm) are reported. (Right)
Sampling diversity over 5s rollouts measured by average pairwise distance (cm).

Figure 2.3: Fitting to partial 3D keypoints. HuMoR captures non-periodic motions like jumping,
crouching, and kicking.

frequencies.

2.5.3 Generative Model Evaluation

We first evaluate HuMoR as a standalone generative model and show improved generalization

to unseen motions and bodies compared to MVAE for two common tasks (see Table 2.1): future

prediction and diverse sampling. We use 2s AMASS sequences and start generation from the first

step. Results are shown for HuMoR and a modified HuMoR (Qual) that uses JSMPL as input to

each step during rollout instead of J, thereby enforcing skeleton consistency. This version produces

qualitatively superior results for generation, but is too expensive to use during TestOpt.

For prediction, we report average displacement error (ADE) and final displacement error

(FDE) [295], which measure mean joint errors over all steps and at the final step, respectively.

We sample 50 2s motions for each initial state and the one with lowest ADE is considered the

prediction. For diversity, we sample 50 5s motions and compute the average pairwise distance

(APD) [5], i.e. the mean joint distance between all pairs of samples.

As seen in Tab. 2.1, the base MVAE [147] does not generalize well when trained on the large

AMASS dataset; our proposed CVAE improves both the accuracy and diversity of samples. HuMoR

(Qual) hinders prediction accuracy, but gives better diversity and visual quality.
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Positional Error Joints Mesh Ground Pen
Method Input Vis Occ All Legs Vtx Contact Accel Freq Dist
VPoser-t Occ Keypoints 0.67 20.76 9.22 21.08 7.95 - 5.71 16.77% 2.28
MVAE [147] Occ Keypoints 2.39 19.15 9.52 16.86 8.90 - 7.12 3.15% 0.30
HuMoR (Ours) Occ Keypoints 1.46 17.40 8.24 15.42 7.56 0.89 5.38 3.31% 0.26
VPoser-t Noisy Joints - - 3.67 4.47 4.98 - 4.61 1.35% 0.07
MVAE [147] Noisy Joints - - 2.68 3.21 4.42 - 6.5 1.75% 0.11
HuMoR (Ours) Noisy Joints - - 2.27 2.61 3.55 0.97 5.23 1.18% 0.05

Table 2.2: Motion and shape estimation from 3D observations: partially occluded keypoints (top)
and noisy joints (bottom). Positional Error (cm) is reported w.r.t. the input modality. Acceleration is
m/s2 and penetration distance in cm.

Figure 2.4: TestOpt with HuMoR recovers complex contact patterns involving feet, knees, and hands
from noisy 3D joint observations (shown on top along with the ground truth motion).

2.5.4 Estimation from 3D Observations

Next, we show that HuMoR also generalizes better when used in TestOpt for fitting to 3D data, and

that using a motion prior is crucial to plausibly handling occlusions. 3s AMASS sequences are used

to demonstrate key abilities: (i) fitting to partial data and (ii) denoising. For the former, TestOpt fits

to 43 keypoints on the body that resemble motion capture markers; keypoints that fall below 0.9m at

each timestep are “occluded”, leaving the legs unobservable at most steps. For denoising, Gaussian

noise with 4cm standard deviation is added to 3D joint position observations.

Tab. 2.2 compares to VPoser-t and to using MVAE as the motion prior during optimization

rather than HuMoR. We report leg joint errors (toes, ankles, and knees), which are often occluded,

separately. The right side of the table reports plausibility metrics. HuMoR gives more accurate

poses, especially for occluded keypoints and leg joints. It also estimates smoother motions with

fewer and less severe ground penetrations. For denoising, VPoser-t oversmooths which gives the

lowest acceleration but least accurate motion. TestOpt with HuMoR gives inherently smooth results
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Figure 2.5: Baseline comparison when fitting to partial 3D keypoints. GT+Obs shows the ground
truth body motion and observed keypoints in blue, while each method output shows the predicted
motion with the observed keypoints for reference.

Global Joint Error Root-Aligned Joint Error Ground Pen
Method Vis Occ All Legs Vis Occ All Legs Accel Freq Dist
VIBE [126] 90.05 192.55 116.46 121.61 12.06 23.78 15.08 21.65 243.36 7.98% 3.01
VPoser-t 28.33 40.97 31.59 35.06 12.77 26.48 16.31 25.60 4.46 9.28% 2.42
MVAE [147] 37.54 50.63 40.91 44.42 16.00 28.32 19.17 26.63 4.96 7.43% 1.55
No Delta 27.55 35.59 29.62 32.14 11.92 23.10 14.80 21.65 3.05 2.84% 0.58
No Contacts 26.65 39.21 29.89 35.73 12.24 23.36 15.11 22.25 2.43 5.59% 1.70
No LSMPL 31.09 43.67 34.33 36.84 12.81 25.47 16.07 23.54 3.21 4.12% 1.31
Standard Prior 77.60 146.76 95.42 99.01 18.67 39.40 24.01 34.02 5.98 8.30% 6.47
HuMoR (Ours) 26.00 34.36 28.15 31.26 12.02 21.70 14.51 20.74 2.43 2.12% 0.68

Table 2.3: Motion and shape from RGB video (i.e. 2D joints) on i3DB [172]. Joint errors are in cm
and acceleration is m/s2. Top shows results from motion estimation baselines while bottom uses
ablations of HuMoR during optimization.

while still allowing for necessarily large accelerations to fit dynamic observations. Notably, HuMoR

predicts person-ground contact with 97% accuracy even under severe noise.

Qualitative results for both tasks are shown in Fig. 2.1 and Fig. 2.3. Fig. 2.4 show denoising

results using our method for a crawling sequence. Note that HuMoR recovers complex contact

patterns involving not only the feet, but also hands and knees. A qualitative comparison to baselines

for fitting to partial keypoints is shown in Fig. 2.5. VPoser-t fails to produce any plausible lower-body

motion since it uses only a pose prior, while using MVAE as the motion prior often gives unnatural

and implausible motions that do not align well with the observed keypoints.
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Figure 2.6: Qualitative comparison for fitting to RGB video (i.e. 2D joints) from i3DB [172].
Optimization using HuMoR (Ours) outputs natural and plausible sitting and walking motions under
heavy occlusions compared to baseline approaches.

2.5.5 Estimation from RGB(-D) Observations

Finally, we show that TestOpt with HuMoR can be applied to real-world RGB and RGB-D observa-

tions, and outperforms baselines on positional and plausibility metrics especially from partial and

noisy data. We use 3s (90 frame) clips from i3DB [172] and PROX [93]. Tab. 2.3 shows results on

i3DB which affords quantitative 3D joint evaluation. The top half compares to baseline estimation

methods; the bottom uses ablations of HuMoR in TestOpt rather than the full model. Mean per-joint

position errors are reported for global joint positions and after root alignment.

As seen in Tab. 2.3, VIBE gives locally accurate predictions for visible joints, but large global

errors and unrealistic accelerations due to occlusions and temporal inconsistency (see Fig. 2.6).

VPoser-t gives reasonable global errors, but suffers frequent penetrations as shown for sitting

in Fig. 2.6. Using MVAE or ablations of HuMoR as the motion prior in TestOpt fails to effectively

generalize to real-world data and performs worse than the full model. The conditional prior and

LSMPL have the largest impact, while performance even without using contacts still outperforms the

baselines.

The top half of Tab. 2.4 evaluates plausibility on additional RGB results from PROX compared

to VIBE and PROX-RGB. Since PROX-RGB uses the scene mesh as input to enforce environment

constraints, it is a very strong baseline and its performance on penetration metrics is expectedly good.

HuMoR comparatively increases penetration frequency since it only gets a rough ground plane as

initialization, but gives much smoother motions. The bottom half of Tab. 2.4 shows results fitting

to RGB-D for the same PROX data, which uses both E2D
data and EPC3D

data in TestOpt. This improves

performance using HuMoR, slightly outperforming PROX-D which is less robust to issues with 2D
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Figure 2.7: From RGB-D (top) TestOpt with HuMoR outputs 3D motion, the ground plane, and
contacts (bottom).

joint detections and 3D point noise causing large errors. Qualitative examples are in Fig. 2.1 and

Fig. 2.7.

Thanks to the generalizability of HuMoR, TestOpt is also effective in recovering very dynamic

motions like dancing from RGB video even though HuMoR is trained on few dancing motions.

Fig. 2.8 shows fitting results on videos from the AIST dance dataset [255]. Since HuMoR allows for

large accelerations, it accurately generalizes to fast motions (top - note motion blur). Moreover, it is

able to recover from poor 2D joint detections from OpenPose due to the cartwheel motion (bottom).

Ground Pen
Method Input Accel Freq Dist
VIBE [126] RGB 86.06 23.46% 4.71
PROX-RGB [93] RGB 196.07 2.55% 0.32
VPoser-t RGB 3.14 13.38% 2.82
HuMoR (Ours) RGB 1.73 9.99% 1.56
PROX-D [93] RGB-D 46.59 8.95% 1.19
VPoser-t RGB-D 3.27 10.66% 2.18
HuMoR (Ours) RGB-D 1.61 5.19% 0.85

Table 2.4: Plausibility evaluation on videos in PROX [93]. Acceleration is m/s2 and penetration
distance in cm.
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Figure 2.8: Example sequences using TestOpt with HuMoR to fit to 2D joints in AIST dance
videos [255]. HuMoR generalizes to these highly dynamic motions and robustly recovers from
inaccurate 2D joint detections (bottom).

2.6 Discussion

We have introduced HuMoR, a learned generative model of 3D human motion leveraged during

test-time optimization to robustly recover pose and shape from 3D, RGB, and RGB-D observations.

We have demonstrated that the key components of our model enable generalization to novel motions

and body shapes for both generative tasks and downstream optimization. Compared to strong

learning and optimization-based baselines, HuMoR excels at estimating plausible motion under

heavy occlusions, and simultaneously produces consistent ground plane and contact outputs.

In developing HuMoR, it was necessary to tackle nearly all the challenges outlined in Sec. 1.1.1.

To get accuracy and diversity, we used the generative CVAE architecture that operates in the

structured human pose space. Some basic notion of interactions was also considered by predicting

ground contacts, though capturing more detailed human-environment interactions is an important

future direction (see Chapter 6). HuMoR generalizes to new motions and body shapes thanks to the

single-step transition formulation and latent variable architecture to account for the unobservable
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Figure 2.9: Failure cases of TestOpt using HuMoR.

factors of human motion. Lastly, we were able to control human motions to match video observations

by using optimization in the learned latent space.

Limitations & Future Work. HuMoR leaves ample room for future studies. The static camera and

ground plane assumptions are reasonable for indoor scenes but true in-the-wild operation demands

methods handling dynamic cameras and complex terrain. Our rather simplistic contact model

should be upgraded to capture scene-person interactions for improved motion and scene perception.

Lastly, we plan to learn motion estimation directly from partial observations which will be faster

than TestOpt and enable sampling multiple plausible motions rather than relying on a single local

minimum.

Specific failure cases shown in Fig. 2.9 further highlight areas of future improvement. First,

extreme occlusions (e.g. only a few visible points as in Fig. 2.9 left), especially at the first frame

which determines x0, makes for a difficult optimization that often lands in local minima with

implausible motions. Second, uncommon motions that are rare during CVAE training, such as

laying down in Fig. 2.9 (middle), can cause spurious ground plane outputs as TestOpt attempts to

make the motion more likely. Leveraging more holistic scene understanding methods and models

of human-environment interaction will help in these cases. Finally, our method is dependent on

motion in order to resolve ambiguity, which is usually very helpful but has corner cases as shown in

Fig. 2.9 (right). For example, if the observed person is nearly static, the optimization may produce

implausible poses due to ambiguous occlusions (e.g. standing when really the person is sitting)

and/or incorrect ground plane estimations.

2.7 Additional Related Contributions

This section briefly describes additional contributions made to the area of 3D human motion modeling.

In particular, Sec. 2.7.1 summarizes a physics-based approach to modeling human motion for pose
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Figure 2.10: Overview of contact and human dynamics from video. Our method starts with initial
estimates from existing 2D and 3D pose methods and first infers foot contacts (orange box). A
reduced-dimensional physics-based trajectory optimization fits to the 3D pose input using estimated
contacts. This optimization recovers physically-plausible pose and foot contact forces.

estimation [208] in contrast to the learned HuMoR model.

2.7.1 Physics-Based Human Motion Modeling

Recent methods for human pose estimation from monocular video estimate accurate overall body

pose with small absolute differences from the true poses in body-frame 3D coordinates. However, the

recovered motions in world-frame are visually and physically implausible in many ways, including

feet that float slightly or penetrate the ground, implausible forward or backward body lean, and

motion errors like jittery, vibrating poses. As summarized in Fig. 2.10, we present a physics-based

method for inferring 3D human motion from video sequences that takes initial 2D and 3D pose

estimates as input. We first estimate ground contact timings with a novel prediction network, which

is trained without hand-labeled data. A physics-based trajectory optimization then solves for a

physically-plausible motion, based on the inputs.

We show this process produces motions that are significantly more realistic than those from

purely kinematic methods, substantially improving quantitative measures of both kinematic and

dynamic plausibility. We demonstrate our method on character animation and pose estimation tasks

on dynamic motions of dancing and sports with complex contact patterns. Please refer to the paper

for full technical details and results [208].



Chapter 3

Modeling 3D Object Motion for Point
Cloud Perception

In Chapter 2, we saw that 3D humans have a structured kinematic pose that offers an obvious state

space for modeling motion. Therefore, HuMoR made predictions for how pose would change over

time explicitly within this state space consisting of joint positions, angles, and velocities. However,

3D objects generally experience a huge variety of motions. For example, rigid motion as a result of

the object or observer moving, and deformation that creates complex changes in underlying geometry.

Even if objects move in an articulated manner like humans, we may not know what the kinematic

structure of their skeleton is, or the skeleton may change across instances in an object class.

This variation in motion type makes modeling the change in 3D object pose over time challenging.

There is no obvious low-dimensional pose space that will allow us to flexibly capture all rigid,

articulated, and deformable motion. In this chapter, we look at how to model 3D object motion

more generally by considering how its shape changes over time from the perspective of a 3D sensor

that produces dynamic point clouds. To achieve this, we will introduce a method called CaSPR,

which contains a latent model of object motion that is flexible to rigid and deformable motions alike.

CaSPR was originally published in NeurIPS 2020 [207].

3.1 Introduction

The visible geometric properties of objects around us are constantly evolving over time due to object

motion, articulation, deformation, or observer movement. Examples include the rigid motion of cars

on the road, the deformation of clothes in the wind, and the articulation of moving humans. The ability

31
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to capture and reconstruct these spatiotemporally changing geometric object properties is critical in

applications like autonomous driving, robotics, and mixed reality. Recent work has made progress

on learning object shape representations from static 3D observations [185, 204, 205, 237, 277] and

dynamic point clouds [37, 42, 152, 153, 177, 200, 304]. Yet, important limitations remain in terms

of the lack of temporal continuity, robustness, and category-level generalization.
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Figure 3.1: CaSPR builds a point cloud
representation of (partially observed) objects
continuously in both space (x-axis) and time
(y-axis), while canonicalizing for extrinsic
object properties like pose.

In this chapter, we address the problem of learning

object-centric representations that can aggregate and en-

code spatiotemporal (ST) changes in object shape as

seen from a 3D sensor. This is challenging since dy-

namic point clouds captured by depth sensors or LIDAR

are often incomplete and sparsely sampled over space

and time. Furthermore, even point clouds corresponding

to adjacent frames in a sequence will experience large

sampling variation. Ideally, we would like spatiotempo-

ral representations to satisfy several desirable properties.

First, representations should allow us to capture object

shape continuously over space and time. They should

encode changes in shape due to varying camera pose or

temporal dynamics, and support shape generation at arbitrary spatiotemporal resolutions. Second,

representations should be robust to irregular sampling patterns in space and time, including support

for full or partial point clouds. Finally, representations should support within-category generalization
to unseen object instances and to unseen temporal dynamics. While many of these properties are

individually considered in prior work [42, 114, 153, 177, 262], a unified and rigorous treatment of

all these factors in space and time is largely missing.

We address the limitations of previous work by learning a novel object-centric ST representation

which satisfies the above properties. To this end, we introduce CaSPR – a method to learn Canonical

Spatiotemporal Point Cloud Representations. In our approach, we split the task into two: (1) canon-

icalizing an input object point cloud sequence (partial or complete) into a shared 4D container

space, and (2) learning a continuous ST latent representation on top of this canonicalized space.

For the former, we build upon the Normalized Object Coordinate Space (NOCS) [241, 273] which

canonicalizes intra-class 3D shape variation by normalizing for extrinsic properties like position,

orientation, and scale. We extend NOCS to a 4D Temporal-NOCS (T-NOCS), which additionally

normalizes the duration of the input sequence to a unit interval. Given dynamic point cloud sequences,
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our ST canonicalization yields spacetime-normalized point clouds. In Sec. 3.5, we show that this

allows learning representations that generalize to novel shapes and dynamics.

We learn ST representations of canonicalized point clouds using Neural Ordinary Differential

Equations (Neural ODEs) [37]. Different from previous work, we use a Latent ODE that operates in

a lower-dimensional learned latent space which increases efficiency while still capturing object shape

dynamics. Given an input sequence, the canonicalization network and Latent ODE together extract

features that constitute an ST representation. To continuously generate novel spatiotemporal point

clouds conditioned on an input sequence, we further leverage invertible Continuous Normalizing

Flows (CNFs) [34, 78] which transform Gaussian noise directly to the visible part of an object’s

shape at a desired timestep. Besides continuity, CNFs provide direct likelihood evaluation which

we use as a training loss. Together, as shown in Fig. 3.1, the Latent ODE and CNF constitute a

generative model that is continuous in spacetime and robust to sparse and varied inputs. Unlike

previous work [42, 153], our approach is continuous and explicitly avoids treating time as another

spatial dimension by respecting its unique aspects (e.g., unidirectionality).

We demonstrate that CaSPR is useful in numerous applications including (1) continuous space-

time shape reconstruction from sparse, partial, or temporally non-uniform input point cloud sequences,

(2) spatiotemporal 6D pose estimation, and (3) information propagation via space-time correspon-

dences under rigid or non-rigid transformations. Our experiments show improvements to previous

work while also providing insights on the emergence of intra-class shape correspondence and the

learning of time unidirectionality [61]. In summary, our contributions are:

• The CaSPR encoder network that consumes dynamic object point cloud sequences and canoni-

calizes them to normalized spacetime (T-NOCS).

• The CaSPR representation of canonicalized point clouds using a Latent ODE to explicitly

encode temporal dynamics, and an associated CNF for generating shapes continuously in

spacetime.

• A diverse set of applications of this technique, including partial or full shape reconstruction,

spatiotemporal sequence recovery, camera pose estimation, and correspondence estimation.

Supplementary video results are available on the project webpage.

3.2 Related Work

Neural Representations of Point Sets. Advances in 2D deep architectures leapt into the realm of

https://geometry.stanford.edu/projects/caspr/


CHAPTER 3. MODELING 3D OBJECT MOTION FOR POINT CLOUD PERCEPTION 34

point clouds with PointNet [204]. The lack of locality in PointNet was later addressed by a diverse

set of works [51, 52, 143, 230, 244, 252, 278, 288, 313], including PointNet++ [205] – a permutation

invariant architecture capable of learning both local and global point features. We refer the reader to

Guo et al. [85] for a thorough review. Treating time as the fourth dimension, our method heavily

leverages propositions from these works. Continuous reconstruction of an object’s spatial geometry

has been explored by recent works in learning implicit shape representations [40, 90, 170, 185].

Spatiotemporal Networks for 3D Data. Analogous to volumetric 3D convolutions on video

frames [135, 264, 308], a direct way to process spatiotemporal point cloud data is performing

4D convolutions on a voxel representation. This poses three challenges: (1) storing 4D volumes

densely is inefficient and impractical, (2) direct correlation of spatial and temporal distances is

undesirable, and (3) the inability to account for timestamps can hinder the final performance. These

challenges have fostered further research along multiple fronts. For example, a large body of

works [11, 82, 152, 279] has addressed temporal changes between a pair of scans as per-point

displacements or scene flow [267]. While representing dynamics as fields of change is tempting,

such methods lack an explicit notion of time. MeteorNet [153] was an early work to learn flow on

raw point cloud sequences, however it requires explicit local ST neighborhoods which is undesirable

for accuracy and generalization. Prant et al. [200] use temporal frames as a cue of coherence to

stabilize the generation of points. CloudLSTM [304] models temporal dependencies implicitly within

sequence-to-sequence learning. Making use of time in a more direct fashion, MinkowskiNet [42]

proposed an efficient ST 4D CNN to exploit the sparsity of point sets. This method can efficiently

perform 4D sparse convolutions, but can neither canonicalize time nor perform ST aggregation.

OccupancyFlow [177] used occupancy networks [170] and Neural ODEs [37] to have an explicit

notion of time.

Our method can be viewed as learning the underlying kinematic spacetime surface of an object

motion: an idea from traditional computer vision literature for dynamic geometry registration [171].

Canonicalization. Regressing 3D points in a common global reference frame dates back to 6D

camera relocalization and is known as scene coordinates [234]. In the context of learning the normal-

ized object coordinate space (NOCS), [273] is notable for explicitly mapping the input to canonical

object coordinates. Thanks to this normalization, NOCS enabled category-level pose estimation and

has been extended to articulated objects [141], category-level rigid 3D reconstruction [43, 79, 115]

via multiview aggregation [241], and non-rigid shape reconstruction either via deep implicit sur-

faces [299] or by disentangling viewpoint and deformation [178]. Chen et al. [35] proposed a latent

variational NOCS to generate points in a canonical frame.
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Normalizing Flows and Neural ODEs. The idea of transforming noise into data dates back to

whitening transforms [69] and Gaussianization [38]. Tabak and Turner [249] officially defined

normalizing flows (NFs) as the composition of simple maps and used it for non-parametric density

estimation. NFs were immediately extended to deep networks and high dimensional data by Rippel

and Adams [216]. Rezende and Mohamed used NFs in the setting of variational inference [214]

and popularized them as a standalone tool for deep generative modeling e.g. [123, 245]. Thanks to

their invertibility and exact likelihood estimation, NFs are now prevalent and have been explored

in the context of graph neural networks [150], generative adversarial networks [80], bypassing

topological limitations [7, 45, 60], flows on Riemannian manifolds [74, 157, 227], equivariant

flows [18, 128, 215], and connections to optimal transport [67, 180, 269, 306]. The limit case

where the sequence of transformations are indexed by real numbers yields continuous-time flows:

the celebrated Neural ODEs [34], their latent counterparts [220], and FFJORD [78], an invertible

generative model with unbiased density estimation. For a comprehensive review, we refer the reader

to the concurrent surveys of [125, 184].

Our algorithm is highly connected to PointFlow [287] and C-Flow [203]. However, we tackle

encoding and generating spatiotemporal point sets in addition to canonicalization while both of these

works use CNFs in generative modeling of 3D point sets without canonicalizing.

3.3 Background

In this section, we lay out the notation and mathematical background required in Sec. 3.4.

Definition 1 (Flow & Trajectory) Let us define a d-dimensional flow to be a parametric family of

homeomorphisms ϕ : M × R 7→ M acting on a vector z ∈ M ⊂ Rd with ϕ0(z) = z (identity

map) and ϕt(z) = zt. A temporal subspace of flows is said to be a trajectory T (z) = {ϕt(z)}t if

T (z) ∩ T (y) = ∅ for all z ̸= y, i.e., different trajectories never intersect [44, 60].

Definition 2 (ODE-Flow, Neural ODE & Latent ODE) For any given flow ϕ there exists a corre-

sponding ordinary differential equation (ODE) constructed by attaching an optionally time-dependent

vector f(z, t) ∈ Rd to every point z ∈ M resulting in a vector field s.t. f(z) = ϕ′(z)|t=0. Starting

from the initial state z0, this ODE given by dz(t)
dt = f(z(t), t) can be integrated for time T modeling

the flow ϕt=T :

zT = ϕT (z0) = z0 +

∫ T

0
fθ(zt, t) dt, (3.1)
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where zt ≜ z(t) and the field f is parameterized by θ = {θi}i. By the Picard–Lindelöf theorem [44],

if f is continuously differentiable then the initial value problem in Eq. (3.1) has a unique solution.

Instead of handcrafting, Neural ODEs [37] seek a function f that suits a given objective by modeling

f as a neural network. We refer to a Neural ODE operating in a latent space as a Latent ODE.

Numerous forms of Neural ODEs model f(·) to be autonomous, i.e., time independent f(zt) ≡
f(zt, t) [37, 60, 220], whose output fully characterizes the trajectory. While a Neural ODE advects

single particles, generative modeling approximates the full target probability density which requires

expressive models capable of exact density evaluation and sampling that avoids mode collapse.

Definition 3 (Continuous Normalizing Flow (CNF)) Starting from a simple dB-dimensional base

distribution py with y0 ∈ RdB ∼ py(y), CNFs [34, 78] aim to approximate the complex target

distribution px(x) by bijectively mapping empirical samples of the target to the base using an

invertible function gβ : RdB 7→ RdB with parameters β = {βi}i. Then the probability density

function transforms with respect to the change of variables: log px(x) = log py(y)−log det∇gβ(y).

The warping function g can be replaced by an integral of continuous-time dynamics yielding a form

similar to Neural ODEs except that we now consider distributions [78]:

log px(x) = log py(y0)−
∫ T

0
Tr

(∂gβ(yt, t | z)
∂yt

)
dt, (3.2)

with the simplest choice that the base distribution y0 is in a d-dimensional ball, py ∼ N (0, I).

Here z ∈ Rd is an optional conditioning latent vector [287]. Note that this continuous system

is non-autonomous i.e., time varying and every non-autonomous system can be converted to an

autonomous one by raising the dimension to include time [49, 60].

3.4 Method

We consider as input a sequence of potentially partial, clutter-free 3D scans (readily captured by

depth sensors or LIDAR) of an object belonging to a known category. This observation is represented

as a point cloud X = {xi ∈ R3 = {xi, yi, zi} | i = 1, . . . ,M ′}. For a sequence of K potentially non-

uniformly sampled timesteps, we denote a spatiotemporal (ST) point cloud as P = {Pk}Kk=1, where

Pk = {pi ∈ R4 = {xi, yi, zi, sk} | i = 1, . . . ,Mk}, Mk is the number of points at frame k ∈ [1,K]

and at the time sk ∈ [s1, sK ] ⊂ R with M =
∑K

k=1Mk. Our goal is to explain P by learning a

continuous representation of shape that is invariant to extrinsic properties while aggregating intrinsic

properties along the direction of time. CaSPR achieves this through:
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Figure 3.2: Architecture and applications of CaSPR. Our model consumes rigid or deformable point cloud
sequences and maps them to a spatiotemporal canonical latent space whose coordinates are visualized by RGB
colors (purple box). Using a Latent ODE, it advects a latent subspace forward in time to model temporal
dynamics. A continuous normalizing flow [78] (shown in red) decodes the final latent code to 3D space by
mapping Gaussian noise to the partial or full shape at desired timesteps. CaSPR enables multiple applications
shown in green boxes. Training directions for the normalizing flow are indicated by dashed arrows.

1. A canonical spacetime container where extrinsic properties such as object pose are factored

out,

2. A continuous latent representation which can be queried at arbitrary spacetime steps, and

3. A generative model capable of reconstructing partial observations conditioned on a latent

code.

We first describe the method design for each of these components, depicted in Fig. 3.2, followed by

implementation and architectural details in Sec. 3.4.1.

Canonicalization: The first step is canonicalization of a 4D ST point cloud sequence with the goal

of associating observations at different time steps to a common canonical space. Unlike prior work

which assumes already-canonical inputs [177, 287], this step allows CaSPR to operate on raw point

cloud sequences in world space and enables multiple applications (see Fig. 3.2). Other previous work

has considered canonicalization of extrinsic properties from RGB images [241, 273] or a 3D point

cloud [141], but our method operates on a 4D point cloud and explicitly accounts for time labels.

Our goal is to find an injective spacetime canonicalizer cα(·) : P 7→ P × Z parameterized by

α = {αi}i, that maps a point cloud sequence P to a canonical unit tesseract P = {Pk}Kk=1, where

Pk = {pi ∈ R4 = {xi, yi, zi, tk} ∈ [0, 1] | i = 1, . . . ,Mk} and zC ∈ Z ⊂ Rd is the corresponding

canonical latent representation (embedding) of the sequence. Note that in addition to position and

orientation, P is normalized to have time in unit duration. We refer to P as Temporal-NOCS
(T-NOCS) as it extends NOCS [241, 273]. T-NOCS points are visualized using the spatial coordinate

as the RGB color in Figs. 3.2 and 3.3. Given a 4D point cloud in the world frame, we can aggregate
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the entire shape from K partial views by a simple union: P =
⋃K

i=1 cα(Pi) [241]. Moreover, due

to its injectivity, cα(·) preserves correspondences, a property useful in tasks like pose estimation

or label propagation. We outline the details and challenges involved in designing a canonicalizer

in Sec. 3.4.1.

Continuous Spatiotemporal Representation: While a global ST latent embedding is beneficial for

canonicalization and aggregation of partial point clouds, we are interested in continuously modeling

the ST input, i.e., being able to compute a representation for unobserved timesteps at arbitrary

spacetime resolutions. To achieve this, we split the latent representation: zC = [zCST, z
C
dyn] where

zCST is the static ST descriptor and zCdyn is used to initialize an autonomous Latent ODE dzt
dt = fθ(zt)

as described in Dfn. 2: z0 = zCdyn ∈ Rd. We choose to advect the ODE in the latent space (rather

than physical space [177]) to (1) enable learning a space best-suited to modeling the dynamics of the

observed data, and (2) improve scalability due to the fixed feature size. Due to the time-independence

of fθ, z0 fully characterizes the latent trajectory. Advecting z0 forward in time by solving this

ODE until any canonical timestamp T ≤ 1 yields a continuous representation in time zT that can

explain changing object properties. We finally obtain a dynamic spatiotemporal representation in

the product space: z ∈ RD = [zCST, zT ]. Due to canonicalization to the unit interval, T > 1 implies

extrapolation.

Spatiotemporal Generative Model: Numerous methods exist for point set generation [2, 79, 313],

but most are not suited for sampling on the surface of a partial 4D ST point cloud. Therefore, we

adapt CNFs [78, 287] as defined in Sec. 3.3. To generate a novel ST shape, i.e., a sequence of

3D shapes X1 . . .XK , we simulate the Latent ODE for t = 0 . . . T and obtain representations for

each of the canonical shapes in the sequence: zt=0 · · · zt=T . We then sample the base distribution

yk ∈ RdB=3 ∼ py(y) ≜ N (0, I) and evaluate the conditional CNF in Eq. (3.2) by passing each

sample yk through the flow gβ(yk | zt) conditioned on zt. Note that the flow is time dependent, i.e.,

non-autonomous. To increase the temporal resolution of the output samples we pick the timesteps

with higher frequency, whereas to densify spatially, we simply generate more samples yk.

3.4.1 Network Architecture

We now detail our implementations of the canonicalizer cα, Latent ODE network fθ, and CNF gβ .

TPointNet++ cα(·): The design of our canonicalizer is influenced by (1) the desire to avoid ST

neighborhood queries, (2) to treat time as important as the spatial dimensions, and (3) injecting how an

object appears during motion in space into its local descriptors resulting in more expressive features.

While it is tempting to directly apply existing point cloud architectures such as PointNet [204] or
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Figure 3.3: Architecture of our ST point-set canonicalization network, TPointNet++. It uses two branches
that extract ST features using a 4D PointNet and per-view 3D local features via PointNet++. These features
are combined and passed to an MLP to regress the T-NOCS points. Training is supervised via GT coordinates.

PointNet++ [205], we found experimentally that they were individually insufficient (c.f. Sec. 3.5).

To meet our goals, we instead introduce a hybrid TPointNet++ architecture as shown in Fig. 3.3

to implement cα and canonicalize P to P . TPointNet++ contains a PointNet branch that consumes

the entire 4D point cloud to extract both a 1024-dimensional global feature and 64-dimensional

per-point ST features. This treats time explicitly and equally to each spatial dimension. We also

use PointNet++ to extract a 512-dimensional local feature at each input point by applying it at each

cross-section in time with no timestamp. We feed all features into a shared multi-layer perceptron

(MLP) to arrive at 1600-dimensional embeddings corresponding to each input point.

We use the pointwise embeddings in two ways: (1) they are passed through a shared linear layer

followed by a sigmoid function to estimate the T-NOCS coordinates P̂ which approximate the ground

truth P , and (2) we max-pool all per-point features into a single latent representation of T-NOCS

zC ∈ R1600 which is used by the Latent ODE and CNF as described below. The full canonicalizer

cα(·) can be trained independently for T-NOCS regression, or jointly with a downstream task.

Latent ODE fθ(·) and Reconstruction CNF gβ(·): The full CaSPR architecture is depicted

in Fig. 3.2. It builds upon the embedding from TPointNet++ by first splitting it into two parts

zC = [zCST, z0 ≜ zCdyn]. The dynamics network of the Latent ODE fθ is an MLP with three hidden

layers of size 512. We use a Runge-Kutta 4(5) solver [133, 223] with adaptive step sizes which

supports backpropagation using the adjoint method [37]. The static feature, zCST ∈ R1536 is skip-

connected and concatenated with zT to yield z ∈ R1600 which conditions the reconstruction at

t = T .

To sample the surface represented by z, we use a FFJORD conditional-CNF [78, 287] as explained

in Secs. 3.3 and 3.4 to map 3D Gaussian noise y0 ∈ RdB=3 ∼ N (0, I) onto the shape surface. The

dynamics of this flow gβ(yt, t | z) are learned with a modified MLP [78] which leverages a gating

mechanism at each layer to inject information about the current context including z and current time

t of the flow. This MLP contains three hidden layers of size 512, and we use the same solver as the
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Figure 3.4: Canonicalization applications. Partial shape reconstruction (left section) shows pairs of GT
(left) and predicted shapes (right). Pose estimation (right section) shows GT (green, solid) and predicted (red,
dashed) camera pose based on regressed T-NOCS points. Points are colored by their T-NOCS location.

Latent ODE.

Training and Inference: CaSPR is trained with two objectives that use the GT canonical point

cloud sequence P as supervision. We primarily seek to maximize the log-likelihood of canonical

spatial points on the surface of the object when mapped to the base Gaussian using the CNF. This

reconstruction loss is Lr = −
∑K

k=1

∑Mk
i=1 log px(xi | ztk) where xi is the spatial part of pi ∈ Pk

and the log-likelihood is computed using Eq. (3.2). Secondly, we supervise the T-NOCS predictions

from TPointNet++ with an L1 loss Lc =
∑M

i=1 |p̂i − pi| with pi ∈ P and p̂i ∈ P̂ . We jointly train

TPointNet++, the Latent ODE, and CNF for α, θ and β respectively with the final loss L = Lr +Lc.

During inference, TPointNet++ processes a raw point cloud sequence of an unseen shape and motion

to obtain the ST embedding and canonicalized T-NOCS points. The Latent ODE, initialized by this

embedding, is solved forward in time to any number of canonical “query” timestamps. For each

timestamp, the Latent ODE produces the feature to condition the CNF which reconstructs the object

surface by the forward flow of Gaussian samples. The combined continuity of the Latent ODE and

CNF enables CaSPR to reconstruct the input sequence at any desired ST resolution.

3.5 Experimental Evaluations

We now evaluate the canonicalization, representation, and reconstruction capabilities of CaSPR,

demonstrate its utility in multiple downstream tasks, and justify design choices.

Dataset and Preprocessing: We introduce a new dataset containing simulated rigid motion of

objects in three ShapeNet [32] categories: cars, chairs, and airplanes. The motion is produced with

randomly generated camera trajectories (Fig. 3.4) and allows us to obtain the necessary inputs and

supervision for CaSPR: sequences of raw partial point clouds from depth maps with corresponding

canonical T-NOCS point clouds. Each sequence contains K = 10 frames with associated timestamps.

Raw point cloud sequences are labeled with uniform timestamps from s1 = 0.0 to sK = 5.0 while
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canonicalized timestamps range from t1 = 0 to tK = 1. For training, 5 frames with 1024 points are

randomly subsampled from each sequence, giving non-uniform step sizes between observations. At

test time, we use a different spatiotemporal sampling for sequences of held-out object instances: all

10 frames, each with 2048 points. Separate CaSPR models are trained for each shape category.

Evaluation Procedure: To measure canonicalization errors, T-NOCS coordinates are split into the

spatial and temporal part with GT given by X̄ and t respectively. The spatial error at frame k is
1

Mk

∑Mk
i=1 ∥x̂i − xi∥2 and the temporal error is 1

Mk

∑Mk
i=1 |t̂i − ti| . For reconstruction, the Chamfer

Distance (CD) and Earth Mover’s Distance (EMD) are measured (and reported multiplied by 103).

For our purposes, we define the CD between two point clouds X1,X2 each with N points as

dCD (X1,X2) =
1

N

∑
x1∈X1

min
x2∈X2

∥x1 − x2∥22 +
1

N

∑
x2∈X2

min
x1∈X1

∥x1 − x2∥22 (3.3)

and the EMD as

dEMD (X1,X2) = min
ϕ:X1→X2

1

N

∑
x1∈X1

∥x1 − ϕ(x1)∥22 (3.4)

where ϕ : X1 → X2 is a bijection. In practice, we use a fast approximation of the EMD based

on [15]. Lower is better for all metrics; we report the median over all test frames because outlier

shapes cause less informative mean errors. Unless stated otherwise, qualitative point cloud results

(e.g., Fig. 3.4) are colored by their canonical coordinate values (so corresponding points should have

the same color).

3.5.1 Evaluations and Applications

Canonicalization: We first evaluate the accuracy of canonicalizing raw partial point cloud sequences

to T-NOCS using TPointNet++. Tab. 3.1 shows median errors over all frames in the test set. The

bottom part evaluates TPointNet++ on each shape category while the top compares with baselines on

cars. We consider the following baselines:

• MeteorNet [153]: A recent method that extends PointNet++ to process point cloud sequences

through spatiotemporal neighborhood queries. We adapt the MeteorNet-seg version of the

architecture with direct grouping for our task.

• PointNet++ No Time: An ablation of TPointNet++ that removes the PointNet component. This

leaves PointNet++ processing each frame independently followed by the shared MLP, and

therefore has no notion of time.
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Method Category Spatial Err Time Err

MeteorNet Cars 0.0633 0.0001
PointNet++ No Time 0.0530 —
PointNet++ w/ Time 0.0510 0.0005

PointNet 0.0250 0.0012
TPointNet++ No Time 0.0122 —

TPointNet++ Cars 0.0118 0.0011
TPointNet++ Chairs 0.0102 0.0008
TPointNet++ Airplanes 0.0064 0.0009

Table 3.1: Canonicalization performance.

• PointNet++ w/ Time: This is the same ablation as above, but modified so that the PointNet++

receives the timestamp of each point as an additional input feature. This baseline represents a

naive way to incorporate time, but dilutes its contributions since it is only an auxiliary feature.

• PointNet: An ablation of TPointNet++ that removes the PointNet++ component. This leaves

only PointNet operating on the full 4D spatiotemporal point cloud. This baseline treats time

equally as the spatial dimensions, but inherently lacks local geometric features.

• TPointNet++ No Time: An ablation of TPointNet++ that only regresses the spatial part of

the T-NOCS coordinate (and not the normalized timestamp). This baseline still takes the

timestamps as input, but does not regress the last time coordinate.

Notably, for spatial prediction, TPointNet++ outperforms variations of both PointNet [204] and

PointNet++ [205], along with their spatiotemporal extension MeteorNet [153]. This indicates that our

ST design yields more distinctive features both spatially and temporally. MeteorNet and PointNet++

(with time) achieve impressive time errors thanks to skip connections that pass the input timestamps

directly towards the end of the network. Qualitative results of canonicalization are in Fig. 3.4.

Fig. 3.6(c) shows canonicalization results using TPointNet++ trained jointly within the full CaSPR

model rather than individually.

Representation and Reconstruction: We evaluate CaSPR’s ability to represent and reconstruct ob-

served and unobserved frames of raw partial point cloud sequences. The full model is trained on each

category separately using both Lr and Lc, and is compared to two baselines. The first is a variation

of CaSPR where the CNF is replaced with an AtlasNet [79] decoder using 64 patches – an alternative

approach to achieve spatial continuity. This model is trained with Lc and a CD loss (rather than Lr).
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10 Observed 3 Observed 7 Unobserved
Method Category CD EMD CD EMD CD EMD

PointFlow Cars 0.454 12.838 0.455 12.743 0.525 13.911
CaSPR-Atlas 0.492 19.528 0.540 22.099 0.530 19.635
CaSPR 0.566 10.103 0.590 11.464 0.584 11.259

PointFlow Chairs 0.799 17.267 0.796 17.294 0.950 18.442
CaSPR-Atlas 0.706 48.665 0.723 48.912 0.749 47.322
CaSPR 0.715 13.009 0.681 13.310 0.683 13.564

PointFlow Airplanes 0.251 9.500 0.252 9.534 0.281 9.814
CaSPR-Atlas 0.237 18.827 0.255 18.525 0.269 17.933
CaSPR 0.231 6.026 0.215 6.144 0.216 6.175

Table 3.2: Partial surface sequence reconstruction. Chamfer (CD) and Earth Mover’s Distances (EMD) are
multiplied by 103. On the left (10 Observed), 10 frames are given as input and all are reconstructed. On the
right, 3 frames are used as input (3 Observed), but methods also reconstruct intermediate unseen steps (7
Unobserved).

Figure 3.5: Reconstruction results. CaSPR accurately
captures occlusion boundaries for camera motion at ob-
served and unobserved timesteps, unlike linear feature
interpolation with PointFlow.

The second baseline is the deterministic Point-

Flow [287] autoencoder trained to reconstruct a

single canonical partial point cloud. This model

operates on a single timestep and receives the

already canonical point cloud as input: an eas-

ier problem. We achieve temporal continuity

with PointFlow by first encoding a pair of adja-

cent observed point clouds to derive two shape

features, and then linearly interpolating to the

desired timestamp – one alternative to attain

temporal continuity. The interpolated feature

conditions PointFlow’s CNF to sample the partial surface, similar to CaSPR.

Tab. 3.2 reports median CD and EMD at reconstructed test steps for each method. We evaluate

two cases: (1) models receive and reconstruct all 10 observed frames (left), and (2) models get the first,

middle, and last steps of a sequence and reconstruct both these 3 observed and 7 unobserved frames

(right). CaSPR outperforms PointFlow in most cases, even at observed timesteps, despite operating

on raw point clouds in the world frame instead of canonical. Because PointFlow reconstructs each

frame independently, it lacks temporal context resulting in degraded occlusion boundaries (Fig. 3.5)

and thus higher EMD. CaSPR gives consistent errors across observed and unobserved frames due

to the learned motion prior of the Latent ODE, in contrast to linear feature interpolation that sees a
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(b) Ground Truth - 10 (c) T-NOCS Prediction - 10 (d) CNF Prediction - 10 (e) CNF Prediction - 30

0.00 0.07

(a) Input Sequence - 10

Figure 3.6: Canonicalization, aggregation, and dense reconstruction of rigid motion sequences by the
full CaSPR model. Each sequence shows (a) the 10 observed raw partial point cloud frames given
as input to CaSPR, (b) the GT partial reconstruction based on the observed frames, (c) the partial
reconstruction achieved by aggregating T-NOCS predictions from TPointNet++ with color mapped
to spatial error, (d) the aggregated prediction after reconstructing the 10 observed frames with the
CNF, and (e) the aggregated prediction when interpolating 30 frames using the CNF.

marked performance drop for unobserved frames. The AtlasNet decoder achieves small CD since

this is the primary training loss, but has difficulty reconstructing the correct point distribution on the
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Figure 3.7: Continuous interpolation results. From three sparse frames of input with GT canonical
points shown on top, CaSPR reconstructs the sequence more densely in space and time (middle).
Contours of the Gaussian flowed to the car surface are shown on bottom (red is highest probability).

partial surface due to the patch-based approach, resulting in much higher EMD for all cases.

Fig. 3.6(d) shows qualitative results of aggregated shape after reconstructing the 10 observed

frames with CaSPR.

Multiview Reconstruction: A direct application of TPointNet++ is partial shape reconstruction

of observed geometry through a union of predicted T-NOCS spatial points. Due to the quantitative

accuracy of TPointNet++ at each frame (Tab. 3.1), aggregated results closely match GT for unseen

instances in all categories as shown in Fig. 3.4 (left) and Fig. 3.6(c).

Method Category Trans Err Rot Err(◦) Point Err

RPM-Net Cars 0.0049 1.1135 0.0066
CaSPR 0.0077 1.3639 0.0096

RPM-Net Chairs 0.0026 0.4601 0.0036
CaSPR 0.0075 1.5035 0.0091

RPM-Net Airplanes 0.0040 0.5931 0.0048
CaSPR 0.0051 0.9456 0.0057

Table 3.3: Pose estimation using T-NOCS.

Rigid Pose Estimation: The world–canonical 3D

point correspondences from TPointNet++ allow fitting

rigid object (or camera) pose at observed frames using

RANSAC [68]. Tab. 3.3 reports median test errors show-

ing TPointNet++ is competitive with RPM-Net [290], a

recent specialized architecture for robust iterative rigid

registration. Note here, RPM-Net takes both the raw depth

and GT T-NOCS points as input. Translation and rotation errors are the distance and degree angle

difference from the GT transformation. Point error measures the per frame median distance between

the GT T-NOCS points transformed by the predicted pose and the input points. Qualitative results

are in Fig. 3.4 (right).

Rigid Spatiotemporal Interpolation: The full CaSPR model can densely sample a sparse input

sequence in spacetime as shown in Fig. 3.7. The model takes three input frames of 512 points

(corresponding GT T-NOCS points shown on top) and reconstructs an arbitrary number of steps

with 2048 points (middle). The representation can be sampled at any ST resolution but, in practice,

is limited by memory. The CNF maps Gaussian noise to the visible surface (bottom). Points are
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Figure 3.8: Additional examples of spatiotemporal interpolation for sparse sequences.

most dense in high probability areas (shown in red); in our data this roughly corresponds to where

the camera is focused on the object surface at that timestep. Fig. 3.8 shows additional interpolation

results from sparse input sequence. Fig. 3.6(d) shows qualitative results of aggregated shape after

interpolating to 30 observed frames with CaSPR for more dense inputs from rigid object motion.

Reconstruction Correspondences

Method CD EMD Dist t1 Dist t10

OFlow 1.512 20.401 0.011 0.031
CaSPR 0.955 11.530 0.013 0.035

Table 3.4: Reconstructing 10 observed timesteps
(left) and maintaining temporal correspondences
(right) on Warping Cars.

Non-Rigid Reconstruction and Temporal Corre-
spondences: CaSPR can represent and reconstruct

deformable objects. We evaluate on a variation of the

Warping Cars dataset introduced in Occupancy Flow

(OFlow) [177] which contains 10-step sequences of

full point clouds sampled from ShapeNet [32] cars de-

forming over time. The sequences in this dataset are

already consistently aligned and scaled, so CaSPR is

trained only using Lr.

Tab. 3.4 compares CaSPR to OFlow on reconstructing deforming cars at 10 observed time steps

(left) and on estimating correspondences over time (right). To measure correspondence error, we (1)

sample 2048 points from the representation at t1, (2) find their closest points on the GT mesh, and

(3) advect the samples to t10 and measure the mean distance to the corresponding GT points at both

steps. Tab. 3.4 reports median errors over all t1 and t10. For OFlow, samples are advected using the
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Figure 3.9: Reconstruction results on Warping Cars data. Each sequence is 10 steps in length and we
show point trajectories over time for (a) the ground truth input sequence, (b) the reconstruction from
Occupancy Flow, (c) the reconstruction at the 10 observed steps with CaSPR, and (d) 30 interpolated
steps with CaSPR.

predicted flow field in physical space, while for CaSPR we simply use the same Gaussian samples at

each step of the sequence.

CaSPR outperforms OFlow on reconstruction due to overly-smoothed outputs from the occupancy

network, while both methods accurately maintain correspondences over time. Note that CaSPR

advects system state in a learned latent space and temporal correspondences naturally emerge from

the CNF when using consistent base samples across timesteps. Fig. 3.9 visualizes sampled point

trajectories compared to OFlow for several sequences.



CHAPTER 3. MODELING 3D OBJECT MOTION FOR POINT CLOUD PERCEPTION 48

Figure 3.10: Cross-
instance correspondences
emerge naturally using a
CNF.

Cross-Instance Correspondences: We observe consistent behavior

from the CNF across objects within a shape category too. Fig. 3.10 shows

reconstructed frames from various chair and airplane sequences with

points colored by their corresponding location in the sampled Gaussian

(before the flow). Similar colors across instances indicate the same part

of the base distribution is mapped there. This could potentially be used,

for instance, to propagate labels from known to novel object instances.

Learning the Arrow of Time: A desirable property of ST representa-

tions is an understanding of the unidirectionality of time [61]: how objects

evolve forward in time. We demonstrate this property with CaSPR by

training on a dataset of 1000 sequences of a single rigid car where the

camera always rotates counter-clockwise at a fixed distance (but random height). CaSPR achieves a

median CD of 0.298 and EMD of 7.114 when reconstructing held-out sequences forward in time.

However, when the same test sequences are reversed by flipping the timestamps, accuracy drastically

drops to CD 1.225 and EMD 88.938. CaSPR is sensitive to the arrow of time due to the directionality

of the Latent ODE and the global temporal view provided by operating on an entire sequence jointly.

Figure 3.11: Disentanglement examples
on warping cars data.

Shape & Motion Disentanglement: We evaluate how

well CaSPR disentangles shape and motion as a result

of the latent feature splitting zC = [zCST, z
C
dyn]. For this

purpose, we transfer motion between two sequences by

embedding both of them using TPointNet++, then taking

the static feature zCST from the first and the dynamic feature

zCdyn from the second. Fig. 3.11 shows qualitative results

where each row is a different sequence; the first frame of

the shape sequence is on the left, the point trajectories of

the motion sequence in the middle, and the final CaSPR-

sampled trajectories using the combined feature are on

the right. If these features perfectly disentangle shape and

motion, we should see the shape of the first sequence with

the motion of the second after reconstruction. Apparently, the explicit feature split in CaSPR does

disentangle static and dynamic properties of the object to a large extent.

Label Propagation through Canonicalization: We evaluate the ability of T-NOCS canonicalization

to establish correspondences by propagating point-wise labels both throughout a sequence and to
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Figure 3.12: Example of semantic segmentation label propagation over time and across instances
through T-NOCS canonicalization. The given labels in the first frame of the top sequence (orange
box) are transferred to later frames in the same sequence (green dashed box) and to other sequences
with different object instances (blue dashed boxes) by comparing to the labeled frame in the shared
canonical space.

new sequences of different object instances. Given a semantic segmentation of the partial point cloud

at the first frame of a sequence at time s1, the first task is to label all subsequent steps in the sequence

at times s2, . . . , sk, i.e. propagate the segmentation forward in time. Secondly, we want to label all

frames of sequences containing different object instances i.e. propagate the segmentation to different

objects of the same class. We achieve both through canonicalization with TPointNet++: all frames

in each sequence are mapped to T-NOCS, then unknown points are labeled by finding the closest

point in the given labeled frame at s1. If the closest point in s1 is not within a distance of 0.05 in the

canonical space, it is marked “Unknown“. This may happen if part of the shape is not visible in the

first frame due to self-occlusions.

Results of this label propagation for a subset of the chairs (1315 sequences) and airplanes

(1215 sequences) categories of the rigid motion test set are shown in Tab. 3.5. We report median

point-wise accuracy over all points (Total Acc) and for points successfully labeled by our approach

(Known Acc). For the instance propagation task, we randomly use 1/3 of test sequences as “source”

sequences where the first frame is labeled, and the other 2/3 are “target“ sequences to which labels

are propagated. In this case, accuracy is reported only for target sequences. Qualitative results are

shown in Fig. 3.12.
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Figure 3.13: Failure cases of CaSPR. The CNF has difficulty capturing local details and very thin
structures (left) along with uncommon shapes (middle). TPointNet++ has trouble with symmetry or
ambiguity in partial views, resulting in reflected or rotated predictions (right).

3.6 Discussion

Task Category Total Acc Known Acc

Temporal Chairs 0.9419 0.9804

Propagation Airplanes 0.9580 0.9676

Instance Chairs 0.6553 0.8425

Propagation Airplanes 0.7744 0.8006

Table 3.5: Segmentation label propagation
performance. Total Acc is point-wise accu-
racy over all points; Known Acc is only for
points that our method successfully labels.

We introduced CaSPR, a method to canonicalize and

obtain object-centric representions of raw point cloud

sequences, which supports spatiotemporal sampling

at arbitrary resolutions. We demonstrated CaSPR’s

utility on rigid and deformable object motion and in

applications like spatiotemporal interpolation and es-

timating correspondences across time and instances.

Of the challenges outlined in Sec. 1.1.1, CaSPR

dealt primarily with achieving accuracy, generaliz-

ability, and robustness in order to successfully enable

point cloud perception tasks. These were addressed jointly by first canonicalizing the input point

cloud to remove extrinsic factors, making it easier to model the intrinsic change in shape. This

also allowed CaSPR to operate directly on partial point clouds in the frame of the sensor. The state

space of the motion model was a learned latent space that demonstrated flexibility to both rigid and

deformable objects. Finally, the motion was modeled using a neural ODE, which gave smooth latent

dynamics that are continuous in time.

Limitations and Future Work: CaSPR leaves ample room for future exploration. We currently only

support batch processing, but online processing is important for real-time applications. Additionally,

CaSPR is expensive to train. Our canonicalization step requires dense supervision of T-NOCS labels

which may not be available for real data. While the network is well-suited for ST interpolation, the

extrapolation abilities of CaSPR need further investigation. CaSPR is object-centric, and further

work is needed to generalize to object collections and scenes.

Moreover, CaSPR does fail in some specific cases. As shown in Fig. 3.13 (middle), outlier shapes
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Figure 3.14: Qualitative results of spatiotemporal sequence refinement in SpOT. Refinement improves
the temporal consistency of detections, especially for sparse sequences. Predicted bounding boxes
are colored according to their L2 center error.

can cause noisy sampling results, and if the partial view of an object is ambiguous or the object is

symmetric, TPointNet++ may predict a flipped or rotated canonical output as seen in Fig. 3.13 (right).

Finally, using a single CNF for spatial sampling is fundamentally limited by an inability to model

changes in topology [45, 60]. We observe this in chairs with back slats and other thin structures

that are not captured by our Reconstruction CNF as shown in the left panel of Fig. 3.13. To capture

fine-scale geometric details of shapes, this must be addressed.

3.7 Additional Related Contributions

This section briefly describes additional contributions made to the area of 3D object motion modeling

and perception. Sec. 3.7.1 introduces SpOT [243], which tackles 3D multi-object tracking by

improving TPointNet++ to refine object tracklets containing both points and bounding boxes. Then,

Sec. 3.7.2 summarizes a method for predicting future 3D object states based on an initial point cloud

input and velocities[211].

3.7.1 Spatiotemporal Modeling for 3D Object Tracking

3D multi-object tracking aims to uniquely and consistently identify all mobile entities through time.

Despite the rich spatiotemporal information available in this setting, current 3D tracking methods

primarily rely on abstracted information and limited history, e.g. single-frame object bounding boxes.

In this work, we develop a holistic representation of traffic scenes that leverages both spatial and

temporal information of the actors in the scene. Our method, SpOT (Spatiotemporal Object Tracking),
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Figure 3.15: Overview of predicting future 3D object motion from a point cloud input with linear
and angular velocities, vi and ωi (top left). Our goal is to predict, at each fixed time step, the change
in object state: 3D position (Pc), rotation (θc), linear and angular velocities (vc, ωc), and stability
(s). Our method can predict the dynamics of a variety of different shapes (top right), generalizes
to previously unseen object shapes and initial velocities, and tackles challenges such as wobbling
(bottom left) and toppling (bottom right) of moving objects.

reformulates tracking as a spatiotemporal problem by representing tracked objects as sequences

of time-stamped points and bounding boxes over a long temporal history. At each timestamp,

we improve the location and motion estimates of our tracked objects through learned refinement

over the full sequence of object history. By considering time and space jointly, our representation

naturally encodes fundamental physical priors such as object permanence and consistency across

time. Our spatiotemporal tracking framework achieves state-of-the-art performance on the Waymo

and nuScenes benchmarks.

As shown in Fig. 3.14, sequence refinement in SpOT learns a prior on object motion that is key

to getting temporally-consistent tracking in 3D point clouds. For full technical details and additional

results, please refer to the paper [243].

3.7.2 Predicting the Future Motion of 3D Objects

Machines that can predict the effect of physical interactions on the dynamics of previously unseen

object instances are important for creating better robots and interactive virtual worlds. In this work,

we focus on predicting the dynamics of 3D objects on a plane that have just been subjected to an

impulsive force. In particular, we predict the changes in state—3D position, rotation, velocities, and

stability. Different from previous work, our approach can generalize dynamics predictions to object

shapes and initial conditions that were unseen during training. Our method takes the 3D object’s

shape as a point cloud and its initial linear and angular velocities as input. We extract shape features

and use a recurrent neural network to predict the full change in state at each time step. Our model
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can support training with data from both a physics engine or the real world. Experiments show that

we can accurately predict the changes in state for unseen object geometries and initial conditions.

Fig. 3.15 provides an overview of the key results of our method. Please refer to the paper for full

technical details and results [211].



Chapter 4

Learned Traffic Model for Scenario
Generation

Chapters 2 and 3 have shown that learned models of motion can greatly benefit perception tasks

involving 3D humans and objects, respectively. For example, with HuMoR we leveraged a VAE

model as a prior to recover human pose from video. As a generative model, this VAE, along with any

other type of generative motion model, is also useful for synthesizing motions. However, when it

comes to synthesizing motion rather than perceiving it, there are several modeling aspects that take

on increased importance.

First is the need to consider interactions between entities and with the environment. Besides

HuMoR modeling contacts with a single ground plane, interactions have been largely ignored in

the work presented up to this point. For humans, it is also no longer sufficient to model motion

while ignoring the high-level intent of a person. In HuMoR, we could randomly sample sequences of

full-body poses that are physically-plausible, but they would consist of random actions that appear

incoherent in terms of high-level behavior. While this formulation is generalizable and useful for

motion perception, using it to synthesize human motion in simulation will result in unrealistic and

erratic behavior. Finally, since generative applications are often creative, a user needs to have the

ability to control various aspects of motion synthesized from the model.

In Chapters 4 and 5, we will explore these aspects of motion modeling in the context of simulating

high-level human behavior. This involves predicting 2D top-down trajectories for both vehicles and

pedestrians, which move based on interaction constraints (e.g., avoiding collisions with each other

and following traffic laws). This kind of behavior simulation is crucial to applications that replicate

the real world with dynamic agents including vehicles, cyclists, and pedestrians. A particular focus

54
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of this chapter is the application to autonomous vehicles (AVs), where it is necessary to simulate

realistic people and traffic to develop and evaluate safe driving policies. In this context, we will

see how controllability is important to (1) create scenarios to test specific aspects of an AV (this

chapter), and (2) add pedestrians that follow goals and realistically travel in social groups (Chapter 5).

Moreover, in Chapter 5 we will see that modeling behavior as 2D trajectories is even enough to

produce full-body 3D pedestrian animations.

In this chapter, we will introduce STRIVE, a method to generate accident scenarios for AV

planners that is a built on a learned model of traffic motion. This work was originally published in

CVPR 2022 [210].

4.1 Introduction

The safety of contemporary autonomous vehicles is defined by their ability to safely handle com-

plicated near-collision scenarios. However, these kinds of scenarios are rare in real-world driving,

posing a data-scarcity problem that is detrimental to both the development and testing of data-driven

models for perception, prediction, and planning. Moreover, the better models become, the more rare

these events will be, making the models even harder to train.

A natural solution is to synthesize difficult scenarios in simulation, rather than relying on real-

world data, making it easier and safer to evaluate and train AV systems. This approach is especially

appealing for planning, where the appearance domain gap is not a concern. For example, one

can manually design scenarios where the AV may fail by inserting adversarial actors or modifying

trajectories, either from scratch or by perturbing a small set of real scenarios. Unfortunately, the

manual nature of this approach quickly becomes prohibitively expensive when a large set of scenarios

is necessary for training or comprehensive evaluation.

Recent work looks to automatically generate challenging scenarios [276, 1, 55, 56, 268, 179, 124].

Generally, these approaches control a single or small group of “adversaries” in a scene, define an

objective (e.g. cause a collision with the AV), and then optimize the adversaries’ behavior or

trajectories to meet the objective. While most methods demonstrate generation of only 1 or 2

scenarios [1, 33, 124, 179], recent work [276] has improved scalability by starting from real-world

traffic scenes and perturbing a limited set of pre-chosen adversaries. However, these approaches lack

expressive priors over plausible traffic motion, which limits the realism and diversity of scenarios. In

particular, adversarial entities in a scenario are a small set of agents heuristically chosen ahead of

time; surrounding traffic will not be reactive and therefore perturbations must be careful to avoid
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Figure 4.1: STRIVE generates challenging scenarios for a given planner. An adversarial optimization
perturbs a real-world scene in the latent space of a learned traffic model, causing an adversary (red)
to collide with the planner (green). A subsequent solution optimization finds a planner trajectory to
avoid collisions, verifying a scenario is useful for identifying planner improvements.

implausible situations (e.g. collisions with auxiliary agents). Furthermore, less attention has been

given to determining if a scenario is “unsolvable” [76], i.e., if even an oracle AV is incapable of

avoiding a collision. In this degenerate case, the scenario is not useful for evaluating/training a

planner.

In this chapter, we introduce STRIVE – a method for generating challenging scenarios to Stress-

Test dRIVE a given AV system. STRIVE attacks the prediction, planning, and control subset of the

AV stack, which we collectively refer to as the planner. As shown in Fig. 4.1, our approach perturbs

an initial real-world scene through an optimization procedure to cause a collision between an arbitrary

adversary and a given planner. Our core idea is to measure the plausibility of a scenario during

optimization by its likelihood under a learned generative model of traffic motion, which encourages

scenarios to be challenging, yet realistic. As a result, STRIVE does not choose specific adversaries

ahead of time, rather it jointly optimizes all scene agents, enabling a diverse set of scenarios to arise.

Moreover, in order to accommodate for non-differentiable (or inaccessible) planners, which are



CHAPTER 4. LEARNED TRAFFIC MODEL FOR SCENARIO GENERATION 57

widely used in practice, the proposed optimization uses a differentiable proxy representation of the

planner within the learned motion model, thus allowing standard gradient-based optimization to be

used.

We propose to identify and characterize generated scenarios that are useful for improving a

given planner. We first search for a “solution” to generated scenarios to determine if they are

degenerate, and then cluster solvable scenarios based on collision properties. We test STRIVE on two

AV planners, including a new rule-based planner, and show that it generates plausible and diverse

collision scenarios in both cases. We additionally use generated scenarios to improve the rule-based

planner by identifying fundamental limitations of its design and tuning hyperparameters.

In short, our contributions are: (i) a method to automatically generate plausible challenging

scenarios for a given planner, (ii) a solution optimization to ensure scenario utility, and (iii) an

analysis method to cluster scenarios by collision type. Supplementary videos for this work are

available on the project webpage.

4.2 Related Work

Traffic Motion Modeling. Scenario replay is insufficient for testing and developing AV planners as

the motion of non-ego vehicles is strongly coupled to the actions chosen by the ego planner. Advances

in deep learning have allowed us to replace traditional dynamic and kinematic models [272, 130, 138]

or rule-based simulators [156, 59] with neural counterparts that better capture traffic complexity

[9, 182]. Efforts to predict future trajectories from a short state history and an HD map can

generally be categorized according to the encoding technique, modeling of multi-modality, multi-

agent interaction, and whether the trajectory is estimated in a single step or progressively. The

encoding of surrounding context of each agent is often done via a bird’s-eye view (BEV) raster

image [47, 31, 65], though some work [146, 72] replaces the rasterization-based map encoding

with a lane-graph representation. SimNet [14] increased the diversity of generated simulations by

initializing the state using a generative model conditioned on the semantic map. To account for multi-

modality, multiple futures have been estimated either directly [47] or through trajectory proposals

[31, 65, 154, 198]. Modeling multi-actor interactions explicitly using dense graphs has proven

effective for vehicles [29, 248], lanes [146], and pedestrians [109, 228, 131]. Finally, step-by-step

prediction has performed favorably to one-shot prediction of the whole trajectory [57]. We follow

these works and design a traffic model that uses an inter-agent graph network [112] to represent

agent interaction and is variational, allowing us to sample multiple futures.

https://nv-tlabs.github.io/STRIVE
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Our model builds on VAE-based approaches [29, 248] that provide a learned prior over a control-

lable latent space [206]. Among other design differences, we incorporate a penalty for environment

collisions and structure predictions through a bicycle model to ensure physical plausibility.

Challenging Scenario Generation. Generating scenarios has the potential to exponentially increase

scene coverage compared to relying exclusively on recorded drives. Advances in photo-realistic

simulators like CARLA [59] and NVIDIA’s DRIVE Sim, along with the availability of large-scale

datasets [26, 246, 63, 118, 105], have been instrumental to methods that generate plausible scene

graphs to improve perception [116, 53, 213] and planning [14, 29, 248, 120]. Our work focuses

on generating challenging – or “adversarial”1 – scenarios, which are even more crucial since they

are so rare in recorded data. While most works assume perfect perception and attack the planning

module [33, 124, 55, 56, 268, 76], recent efforts exploit the full stack, including image or point-cloud

perception [1, 179, 144, 276, 256]. Our work focuses on attacking the planner only, though our

scene parameterization as a learned traffic model could be incorporated into end-to-end methods.

Unlike our approach, which uses gradient-based optimization enabled by the learned motion model,

most adversarial generation works rely heavily on black-box optimization which may be slow and

unreliable.

Our scenario generation approach is most similar to AdvSim [276], however instead of optimizing

acceleration profiles of a simplistic bicycle model we use a more expressive data-driven motion

prior. This remedies the previous difficulty of controlling many adversarial agents simultaneously

in a plausible manner. Moreover, we avoid constraining the attack trajectory to not collide with

the playback AV by proposing a “solution” optimization stage to filter worthwhile scenarios. Prior

work [33] clusters lane-change scenarios based on trajectories of agents, while we cluster based on

collision properties between the adversary and planner.

AV Planners. Despite the recent academic interest in end-to-end learning-based planners and

AVs [225, 302, 224, 30, 9], rule-based planners remain the norm in practical AV systems [271].

Therefore, we evaluate our approach on a rule-based planner similar to the lane-graph-based planners

used by successful teams in the 2007 DARPA Urban Challenge [174, 257] detailed in Sec. 4.4.2.

4.3 Challenging Scenario Generation

STRIVE aims to generate high-risk traffic situations for a given planner, which can subsequently
1we use “challenging” to denote generation procedures that do not explicitly attack a specific module in the perception

or planning stack
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be used to improve that planner (Fig. 4.1). For our purpose, the planner encapsulates prediction,

planning, and control, i.e. we are interested in scenarios where the system misbehaves even with

perfect perception. The planner takes as input past trajectories of other agents in a scene and outputs

the future trajectory of the vehicle it controls (termed the ego vehicle). It is assumed to be black-box:

STRIVE has no knowledge of the planner’s internals and cannot compute gradients through it.

Undesirable behavior includes collisions with other vehicles and non-drivable terrain, uncomfortable

driving (e.g. high accelerations), and breaking traffic laws. We focus on generating accident-prone
scenarios involving vehicle-vehicle collisions with the planner, though our formulation is general

and in principle can handle alternative objectives.

Similar to prior work [276], scenario generation is formulated as an optimization problem that

perturbs agent trajectories in an initial scenario from real-world data. The input is a planner f , map

M containing semantic layers for drivable area and lanes, and a sequence from a pre-recorded real-

world scene that serves as initialization for optimization. This initial scenario contains N agents with

trajectories represented in 2D BEV as Y = {Yi}Ni=1, where Yi = [yi
1,y

i
2, . . . ,y

i
T ] is the sequence

of states for agent i. We let Yt = [y1
t ,y

2
t , . . . ,y

N
t ] be the state of all agents at a single timestep. An

agent state yi
t = [xt, yt, θt, vt, θ̇t] at time t contains the 2D position (xt, yt), heading θt, speed vt, and

yaw rate θ̇t. When rolled out within a scenario, at each timestep the planner outputs the next ego state

y
plan
t = f(y

plan
<t ,Y<t,M) based on the past motion of itself and other agents. For simplicity, we will

write the rolled out planner trajectory as Yplan = f(Y,M) where Yplan = [y
plan
1 ,y

plan
2 , . . . ,y

plan
T ]

for the remainder of this chapter. Scenario generation perturbs trajectories for all non-ego agents to

best meet an adversarial objective Ladv (e.g. cause a collision with the planner):

min
Y

Ladv(Y,Y
plan), Yplan = f(Y,M). (4.1)

One may optimize a single or small set of “adversaries” in Y explicitly, e.g. through the kinematic

bicycle model parameterization [276, 130, 199]. While this enforces plausible single-agent dynamics,

interactions must be constrained to avoid collisions between non-ego agents and, even then, the

resulting traffic patterns may be unrealistic. We propose to instead learn to model traffic motion

using a neural network and then use it at optimization time (i) to parameterize all trajectories in a

scenario as vectors in the latent space, and (ii) as a prior over scenario plausibility. Next, we describe

this traffic model, followed by the “adversarial” optimization that produces collision scenarios.
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Figure 4.2: Test-time architecture of the learned traffic model. To jointly sample future trajectories
for all agents in a scene, past motion and local map context is first processed individually for each
agent. The conditional prior, then outputs a latent distribution at each node that can be sampled and
fed through the autoregressive decoder to predict future agent trajectories.

4.3.1 Modeling “Realism”: Learned Traffic Model

We wish to generate accident-prone scenarios that are assumed to develop over short time periods

(<10 sec) [175]. Therefore, traffic modeling is formulated as future forecasting, which predicts

future trajectories for all agents in a scene based on their past motion. We learn pθ(Y |X,M) to

enable sampling a future scenario Y conditioned on the fixed past X = {Xi}Ni=1 (defined similar to

Y ) and the map M. Two properties of the traffic model make it particularly amenable to downstream

optimization: a low-dimensional latent space for efficient optimization, and a prior distribution over

this latent space to determine the plausibility of a given scenario. Inspired by recent work [29, 248],

we design a conditional variational autoencoder (CVAE), shown in Fig. 4.2, that meets these criteria

while learning accurate and scene-consistent joint future predictions. To sample future motions at

test time, a conditional prior and decoder network are used. As detailed next, both are graph neural

networks operating on a fully-connected scene graph of all agents.

Feature Extraction. Context features for each agent in the scene hi = [pi, mi, si] are first extracted

based on: the past trajectory Xi, the map M, a one-hot encoding of the semantic class si, and the

agent’s bounding box length/width bi = (l, w). The past trajectory feature for each agent pi ∈ R64

is encoded from Xi, si, and bi using a multi-layer perceptron (MLP). The map feature mi ∈ 64 is

extracted using a convolutional network from a local rasterized map crop around the agent at the last

step of Xi. The map input contains a binary channel for each semantic layer (e.g. drivable area, lane

divider, etc.).

Conditional Prior. The prior models pθ(Z|X,M) where Z = {zi}Ni=1 is a set of agent latent

vectors. It operates on a fully-connected scene graph with a context feature hi placed at each node.

The prior (along with posterior and decoder explained below) is a graph neural network (GNN) similar
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to a scene interaction module [29, 248]. It performs one round of message passing, which involves an

edge network, aggregation function, and update network. Consider a single node i in the scene graph.

First, interaction features are computed for every incoming edge. For an edge from node j → i, the

edge feature is computed using the edge network E as eij = E(hi,hj , T ij) where T ij is the relative

position and heading of agent j in the local frame of agent i. After computing all edge features, they

are aggregated into a single interaction feature ei using maxpooling ei = max(ei1, ei2, . . . ). The

update network then gives the output at each node oi = U(hi, ei).

After message passing, the prior outputs parameters of a Gaussian for each agent in the scene,

forming a “distributed” latent representation that captures the variation in possible futures:

pθ(z
i|X,M) = N (µi

θ(X,M), σi
θ(X,M)). (4.2)

Decoder. The deterministic decoder Y = dθ(Z,X,M) operates on the scene graph with both a

sampled latent zi and past context hi at each node. Decoding is performed autoregressively: at

timestep t, one round of message passing resolves interactions before predicting accelerations v̇t, θ̈t
for each agent. Accelerations immediately go through the kinematic bicycle model [130, 199] to

obtain the next state yi
t+1, which updates hi before continuing rollout. The determinism and graph

structure of the decoder encourages scene-consistent future predictions even when agent z’s are

independently sampled. Importantly for latent optimization, the decoder ensures plausible vehicle

dynamics by using the kinematic bicycle model, even if the input Z is unlikely.

Training. Training is performed on pairs of (X,Ygt) using a modified CVAE objective:

Lcvae = Lrecon + wKLLKL + wcollLcoll. (4.3)

To optimize this loss, a posterior network qϕ(Z|Ygt, X,M) is introduced similar to the prior, but

operating jointly on past and future motion. Future trajectory features are extracted separately, while

past features are the same as used in the prior. The full training loss uses trajectory samples from

both the posterior Ypost and prior Yprior:

Lrecon =

N∑
i=1

||Yi
post −Yi

gt||2 (4.4)

LKL = DKL(qϕ(Z|Ygt, X,M)||pθ(Z|X,M)) (4.5)

Lcoll = Lagent + Lenv (4.6)
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where Yi
post ∈ Ypost, Yi

gt ∈ Ygt, and DKL is the KL divergence. Collision penalties Lagent and Lenv

use a differentiable approximation of collision detection to penalize Yprior for collisions between

agents or with the non-drivable map area. Lagent was introduced in TrafficSim [248] and penalizes

vehicle-vehicle collisions by representing all N vehicles by disks. We estimate each agent vehicle i

by 5 disks with radius ri and compute the loss by summing over all pairs of agents (i, j) over time as:

Lagent =
1

N2

∑
(i,j),i ̸=j

T∑
t=1

Lpair(y
i
t,y

j
t ) (4.7)

Lpair(y
i
t,y

j
t ) =


1− d

ri + rj
, d ≤ ri + rj

0, otherwise
(4.8)

where d is the minimum distance over all pairs of disks representing agents i and j.

Lenv uses a similar idea to penalize collisions with the non-drivable area. At each step of rollout,

collisions are detected between the ego vehicle and the non-drivable area, and a collision point c is

determined as the mean of all vehicle pixels that overlap with non-drivable area. The loss is then

calculated as:

Lenv =
1

T

T∑
t=1

Ldrivable(yt,M) (4.9)

Ldrivable(yt,M) =


1− d

dmax
, if partial collision

0, otherwise
(4.10)

where d is the distance between the vehicle position (center of bounding box) and collision point

c, and dmax is half the ego bounding box diagonal. Note the loss is only applied if there is a partial

collision, i.e. only part of the bounding box overlaps with the non-drivable area – this is because if

the vehicle is completely embedded in the non-drivable area, the loss will not give a useful gradient.

4.3.2 Adversarial Optimization

To leverage the learned traffic model, the real-world scenario used to initialize optimization is split

into the past X and future Yinit. Throughout optimization, past trajectories in X (including that of

the planner) are fixed while the future is perturbed to cause a collision with the given planner f . This

perturbation is done in the learned latent space of the traffic model – as described below, we optimize



CHAPTER 4. LEARNED TRAFFIC MODEL FOR SCENARIO GENERATION 63

Figure 4.3: At each step of adversarial optimization, latent representations of both the planner and
non-ego agents are decoded with the learned decoder and non-ego trajectories are given to the planner
for rollout within the scenario. Finally, losses are computed.

the set of latents for all N non-ego agents Z = {zi}Ni=1 along with a latent representation of the

planner zplan.

Latent scenario parameterization encourages plausibility in two ways. First, since the decoder is

trained on real-world data, it will output realistic traffic patterns if Z stays near the learned manifold.

Second, the learned prior network gives a distribution over latents, which is used to penalize unlikely

Z. This strong prior on behavioral plausibility enables jointly optimizing all agents in the scene

rather than choosing a small set of specific adversaries in advance.

At each step of optimization (Fig. 4.3), the perturbed scenario is decoded with dθ(Z, z
plan, X,M)

and non-ego trajectories Y are passed to the (black-box) planner, which rolls out the ego motion

before losses can be computed. Adversarial optimization seeks two simultaneous objectives:

1. Match Planner. Although optimization has no direct control over the planner’s behavior – an

external function that is queried only when required – it is still necessary to represent the planner

within the traffic model (i.e. include it in the scene graph with an associated latent zplan) so that

interactions with other agents are realistic. In doing this, future predictions from the decoder

include an estimate of the planner trajectory Ŷplan that, ideally, is close to the true planner trajectory

Yplan = f(Y,M). Note that this gives a differentiable approximation of the planner, enabling typical

gradient-based optimization to be used for the second objective described below. To encourage
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matching the real planner output with this “internal” approximation, we use

min
zplan

||Ŷplan −Yplan||2 − α log pθ(z
plan|X,M) (4.11)

where the right term lightly regularizes zplan to stay likely under the learned prior and α balances the

two terms.

2. Collide with Planner. The goal for non-ego agents is to cause the planner to collide with another

vehicle:

min
Z

Ladv + Lprior + Linit + Lcoll. (4.12)

The adversarial term encourages a collision by minimizing the positional distance between controlled

agents and the current traffic model approximation of the planner:

Ladv =
N∑
i=1

T∑
t=1

δit · ||yi
t − ŷ

plan
t ||2 (4.13)

δit =
exp(−||yi

t − ŷ
plan
t ||)∑

j

∑
t exp(−||yj

t − ŷ
plan
t ||)

(4.14)

where yt here only includes the 2D position. Intuitively, the δit coefficients defined by the softmin

in Eq. (4.14) are finding a candidate agent and timestep to collide with the planner. The agent with

the largest δit is the most likely “adversary” based on distance, and Eq. (4.13) prioritizes causing a

collision between this adversary and the planner while still allowing gradients to reach other agents.

This weighting helps Lprior to avoid all agents unrealistically colliding with the planner.

The prior term encourages latents to stay likely under the learned prior network:

Lprior = − 1

N

N∑
i=1

γi · log pθ(zi|X,M) (4.15)

γi = 1−
∑
t

δit. (4.16)

The γi coefficient will weight likely adversaries near zero, i.e. agents close to colliding with the

planner are allowed to deviate from the learned traffic manifold to exhibit rare and challenging

behavior. Because the traffic model training data does not contain collisions, we found it difficult

for an agent to collide with the planner using a large prior loss, thus motivating the weighting in

Eq. (4.16). Note that even when γi is small, agents will maintain physical plausibility since the
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decoder uses the kinematic bicycle model.

Linit encourages staying close to the initialization in latent space, since it is already known to be

realistic:

Linit =
1

N

N∑
i=1

γi · ||zi − ziinit||2 (4.17)

where ziinit ∈ Zinit are the latents that initialize optimization. Finally, similar to CVAE training, Lcoll

discourages non-ego agents from colliding with each other and the non-drivable area. In practice, all

loss terms are balanced by manual inspection of a small set of generated scenarios.

Initialization and Optimization. Given a real-world scene, Zinit is obtained through the posterior

network qϕ, then further refined with an initialization optimization that fits to the input future

trajectories of all agents (similar to Eq. (4.11)), including the initial planner rollout. Optimization is

implemented in PyTorch[186] using ADAM[121] with a learning rate of 0.05. Runtime depends on

the planner and number of agents; for our rule-based planner (see Sec. 4.4.2), a 10-agent scenario

takes 6-7 minutes.

4.4 Analyzing and Using Generated Scenarios

4.4.1 Filtering and Collision Classification

Solution Optimization. Adversarial optimization produces plausible scenarios, but it cannot guar-

antee they are solvable and useful: e.g. a scenario in which the ego is squeezed by multiple cars

produces an unavoidable collision and is therefore uninformative for evaluating or improving a

planner. Therefore, we perform an additional optimization to identify an ego trajectory that avoids

collision; if this optimization fails, the scenario is discarded for downstream tasks. This solution

optimization is initialized from the output of the adversarial optimization and essentially inverts the

objectives described in Sec. 4.3.2: non-ego latent Z are tuned to maintain the adversarial trajectories

while zplan is optimized to avoid collisions and stay likely under the prior.

Clustering and Labeling. To gain insight into the distribution of collision scenarios and inform their

downstream use, we propose a simple approach to cluster and label them. Specifically, scenarios

are characterized by the explicit relationship between the planner and adversary at the time of

collision: the relative direction and heading of the adversary are computed in the frame of the planner

and concatenated to form a collision feature for each scenario. These features are clustered with
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k-means to form semantically similar groups of accidents that are labeled by visual inspection. Their

distribution can then be visualized as in Fig. 4.6.

4.4.2 Improving the Planner

With a large set of labeled collision scenarios, the planner can be improved in two main ways.

First, discrete improvements to functionality may be needed if many scenarios of the same type are

generated. For example, a planner that strictly follows lanes is subject to collisions from head on or

behind as it fails to swerve, indicating necessary new functionality to leave the lane graph. Second,

scenarios provide data for tuning hyperparameters or learned parameters.

Rule-based Planner. To demonstrate how STRIVE scenarios are used for these kinds of improve-

ments, we introduce a simple, yet competent, rule-based planner that we use as a proxy for a

real-world planner. Our planner is ideal for evaluating STRIVE as it is easily interpretable, uses

a small set of hyperparameters, and has known failure modes. It relies entirely on the lane graph

to both predict future trajectories of non-ego vehicles and generate candidate trajectories for the

ego vehicle. Among these candidates, it chooses that which covers the most distance with a low

“probability of collision.” In more detail, the planner has the following structure:

1. Extract from the lane graph a finite set of splines that each vehicle might follow.

2. Generate predictions for the future motion of non-ego vehicles along each of the splines from

(1).

3. Generate candidate trajectories for the ego vehicle and use the predictions from (2) to estimate

the “probability of collision” pcol(τ) for each candidate τ .

4. Among trajectories that are unlikely to collide {τ | pcol(τ) < pmax}, choose the trajectory that

covers the most distance. If no trajectories are unlikely to collide, choose the trajectory that is

least likely to collide.

5. Repeat every ∆t seconds.

Note the “intent” of the planner is deterministic, i.e. it will always follow the same lane graph path

(e.g. choosing whether to turn left or right) when rollout starts from the same initialization. Planner

behavior is affected by hyperparameters such as how pcol(τ) is computed, pmax, and the maximum

speed and forward acceleration. This planner has the additional limitation that it cannot change lanes,

which scenarios generated by STRIVE exposes in Sec. 4.5.3.
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4.5 Experiments

We next highlight the new capabilities that STRIVE enables. Sec. 4.5.1 demonstrates the ability to

generate challenging and useful scenarios on two different planners; these scenarios contain a diverse

set of collisions, as shown through analysis in Sec. 4.5.2. Generated scenarios are used to improve

our rule-based planner in Sec. 4.5.3.

Dataset. The nuScenes dataset [26] is used both to train the traffic model and to initialize adversarial

optimization. It contains 20s traffic clips annotated at 2 Hz, which we split into 8s scenarios. Only

car and truck vehicles are used and the traffic model operates on the rasterized drivable area, carpark

area, road divider, and lane divider map layers. We use the splits and settings of the nuScenes

prediction challenge which is 2s (4 steps) of past motion to predict 6s (12 steps) of future, meaning

collision scenarios are 8s long, but only the future 6s trajectories are optimized.

Planners. Scenario generation is evaluated on two different planners. The Replay planner simply

plays back the ground truth ego trajectory from nuScenes data. This is an open-loop setting where

the planner’s 6s future is fully rolled out without re-planning. The Rule-based planner, described in

Sec. 4.4.2, allows a more realistic closed-loop setting where the planner reacts to the surrounding

agents during future rollout by re-planning at 5 Hz.

Metrics. The collision rate is the fraction of optimized initial scenarios from nuScenes that succeed

in causing a planner collision, which indicates the sample efficiency of scenario generation. Solution
rate is the fraction of these colliding scenarios for which a solution was found, which measures how

often scenarios are useful. Acceleration indicates how comfortable a driven trajectory is; challenging

scenarios should generally increase acceleration for the planner, while the adversary’s acceleration

should be reasonably low to maintain plausibility. If a scenario contains a collision, acceleration

(and other trajectory metrics) is only calculated up to the time of collision. Collision velocity is the

relative speed between the planner and adversary at the time of collision; it points to the severity of a

collision.

4.5.1 Scenario Generation Evaluation

First, we demonstrate that STRIVE generates challenging, yet solvable, scenarios causing planners

to collide and drive uncomfortably. Moreover, compared to an alternative generation approach that

does not leverage the learned traffic prior, STRIVE scenarios are more plausible. Scenario generation

is initialized from 1200 8s sequences from nuScenes. Before adversarial optimization, scenes are

pre-filtered heuristically by how likely they are to produce a useful collision, leaving <500 scenarios
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Figure 4.4: Qualitative results on the Rule-based planner. Adversarial and solution optimization
results are shown. STRIVE produces diverse collision scenarios including lane changes, (u-)turning
in front of the planner, and pulling into oncoming traffic.

to optimize.

Planner-Specific Scenarios. Tab. 4.1 shows that compared to rolling out a given planner on “regular”

(unmodified) nuScenes scenarios, challenging scenarios from STRIVE produce more collisions and

less comfortable driving. For the Rule-based planner, metrics on challenging scenarios are compared

to the corresponding set of regular scenarios from which they originated (regular scenarios for Replay

are omitted since nuScenes data contains no collisions and, by definition, planner behavior does not

change).

Collision and solution rates indicate that generated scenarios are accident-prone and useful

(solvable). For the Rule-based planner, adversarial optimization causes collisions in 27.4% of

scenarios compared to only 1.2% in the regular scenarios. Generated scenarios also contain more

severe collisions in terms of velocity, and elicit larger accelerations, i.e. less comfortable driving.

The position and angle errors between approximate (Ŷplan) and true (Yplan) planner trajectories at
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Planner Trajectory Match Planner Err
Planner Scenarios Collision (%) Solution (%) Accel (m/s2) Coll Vel (m/s) Pos (m) Ang (deg)

Replay Challenging 43.7 (+43.7) 82.4 0.85 7.82 0.28 1.32

Rule-based Regular 1.2 – 1.63 8.48 – –
Rule-based Challenging 27.4 (+26.2) 86.8 1.91 (+0.28) 9.65 (+1.17) 1.23 3.79

Table 4.1: Evaluation of generated challenging scenarios. Generated scenarios contain far more
collisions compared to the corresponding regular (unmodified) scenes, as well as higher acceleration
and collision speeds. Acceleration is measured in the forward direction (i.e. change in speed), since
the Rule-based planner cannot change lanes. Rightmost columns show small errors between Ŷplan

and Yplan.

Plausibility of Adversary Trajectory ↓ Usefulness ↑
Scenarios Accel (m/s2) Env Coll (%) NN Dist (m) NLL Solution (%)

Bicycle 2.00 16.5 0.97 962.9 73.4
STRIVE 0.98 10.8 0.72 323.4 83.5

Table 4.2: Scenario generation for Replay planner compared to the Bicycle baseline, which does not
leverage a learned traffic model.

the end of adversarial optimization are shown on the right (see Sec. 4.3.2). The largest position error

of 1.23m is reasonable relative to the 4.084m length of the planner vehicle. Qualitative results for

the Rule-based planner visualize 2D waypoint trajectories (Fig. 4.4); though not shown, STRIVE

also generates speed and heading.

Baseline Comparison. STRIVE is next compared to a baseline approach to demonstrate that

leveraging a learned traffic model is key to realistic and useful scenarios. Previous works are not

directly comparable as they focus on small-scale scenario generation (e.g. [1, 33]) and/or attack the

full AV stack rather than just the planner [276, 179]. Therefore, in the spirit of AdvSim [276] we

implement the Bicycle baseline, which explicitly optimizes the kinematic bicycle model parameters

(acceleration profile) of a single pre-chosen adversary in the scenario to cause a collision. Rather than

using the learned traffic model, it relies on the bicycle model, collision penalties, and acceleration

regularization to maintain plausibility. This precludes using the differentiable planner approximation

from the traffic model, thus requiring gradient estimation (e.g. finite differences) for the closed-loop

setting, which we found is ≈ 40× slower and requires several hours to generate a single scenario.

Therefore, comparison is done only on the Replay planner.

Tab. 4.2 shows that scenarios generated by Bicycle exhibit more unrealistic adversarial driving,

and are more difficult to find a solution for. All metrics are reported only for scenarios where both
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Figure 4.5: Qualitative comparison of generated scenarios for the Replay planner. Bicycle often
produces semantically unrealistic trajectories as no learned traffic model is leveraged.

methods successfully caused a collision. In addition to higher accelerations, the Bicycle adversary

collides with the non-drivable area more often (Env Coll), and exhibits less typical trajectories as

measured by the distance to the nearest-neighbor ego trajectory in the nuScenes training split (NN

Dist). After fitting the Bicycle-generated scenarios with our traffic model, we see the adversary’s

behavior is also less realistic as measured by the negative log-likelihood (NLL) of its latent z under

the learned prior. These observations are supported qualitatively in Fig. 4.5.

4.5.2 Analyzing Generated Scenarios

Before improving a given planner, the analysis from Sec. 4.4.1 is used to identify useful scenarios by

filtering out unsolvable scenarios and classifying collision types. For classification, collision features

are clustered with k = 10 and clusters are visualized to manually assign the semantic labels shown

in Fig. 4.6. The distribution of generated collision scenarios for both planners in Sec. 4.5.1 is shown

in Fig. 4.6(a). STRIVE generates a diverse set of scenarios with solvable scenes found in all clusters.
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Figure 4.6: (Bottom) Collision types are depicted; the arrow indicates the position/direction of the
adversary. (a) Distribution of generated scenarios for both planners. (b) Scenarios used to tune the
multi-mode oracle planner. Scenarios where all parameter settings cause a collision are in red. A
majority of Head On, Front from Right, and Behind scenarios always fail due to the inability to
change lanes.

“Head On” is the most frequently generated scenario type, likely because Replay is non-reactive and

Rule-based cannot change lanes. “Behind” exhibits the highest rate of unsolvable scenarios since

being hit from behind is often the result of a negligent following vehicle, rather than undesirable

planner behavior. Replay is much more susceptible to being cut off since it is open-loop, while the

closed-loop Rule-based can successfully react to avoid such collisions.

4.5.3 Improving Rule-Based Planner

Now that we have a large set of labeled collision scenarios, in addition to the original nuScenes

data containing “regular” scenarios (with few collisions), we can improve the Rule-based planner

to be better prepared for challenging situations. Besides uncovering fundamental flaws that lead us

to add new functionality, improvement is based on hyperparameter tuning via a grid search over

possible settings. For each set of hyperparameters, the planner is rolled out within all scenarios of a

dataset, and the optimal tuning is chosen based on the minimum collision rate. Tuning searches over

pmax in the range of [0.05, 0.2], max speeds in the range [12.5, 20.0]m/s, max accelerations in the

range [3.0, 4.5]m/s2, and parameters related to computing pcol(τ). In total, tuning sweeps over 432

hyperparameter combinations.

The planner is first tuned on regular scenarios before adversarial optimization is performed to

create a set of challenging scenarios to guide further improvements. Performance of this initial

regular-tuned planner on held out regular (Reg) and collision (Coll) scenarios is shown in the top
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Collision (%) Coll Vel (m/s) Accel (m/s2)
Improvement Reg / Coll Reg / Coll Reg / Coll

None (regular-tuned) 4.6 / 68.6 4.59 / 10.48 1.96 / 2.26
+ Challenging data 6.0 / 51.4 5.48 / 13.88 2.29 / 2.50
+ Extra learned mode 4.6 / 54.3 4.60 / 10.86 2.02 / 2.55

+ Extra oracle mode 4.6 / 54.3 4.59 / 10.40 1.96 / 2.39

Table 4.3: Improving Rule-Based planner. Including challenging tuning data and adding an extra
“mode” improves performance on collision scenarios (Coll) while maintaining performance in regular
scenarios (Reg). Acceleration is in the forward direction.

row of Tab. 4.3. Before any improvements, the planner collides in 68.6% of challenging and 4.6% of

regular scenarios. Note that avoiding collisions altogether on regular scenarios is not possible: even

if we choose optimal hyperparameters for each scenario separately, the collision rate is still 3.2%.

Tuning on Challenging Scenes. The first improvement, shown in the second row of Tab. 4.3, is to

naı̈vely combine regular and challenging scenarios for tuning. Combined tuning greatly reduces the

collision rate on challenging scenarios, but negatively impacts performance on regular driving. This

points to a first fundamental issue: the planner uses a single set of hyperparameters for all driving

situations, causing it to drive too aggressively in regular scenarios when tuned on challenging ones.

Multi-Mode Operation. To address this, we add a second set of parameters such that the planner

has one for regular and one for accident-prone situations. Using this second “accident mode” of

operation requires a binary classification of the current scene during rollout. For this, we augment

the planner with a learned component that decides which parameter set to use based on a moving

window of the past 2s of traffic; it is trained on scenarios generated by STRIVE. The extra parameter

set is tuned on collision scenarios only. As shown in the third row of Tab. 4.3, this learned extra mode

reduces the collision rate on challenging scenarios by 14.3% compared to the vanilla planner without

hindering performance on regular scenes. We compare it to an oracle version (bottom row) that

automatically switches into accident mode 2s before a collision is supposed to happen on generated

scenarios, showing the learned version is achieving near-optimal performance.

Lane Change Limitation. The inability of the planner to switch lanes is another fundamental

issue exposed by collision scenarios. Fig. 4.6(b) shows the distribution of tuning scenarios for the

oracle multi-mode version; red bars indicate “impossible” scenarios where all sets of evaluated

hyperparameters collide. A majority of “Head On” and “Behind” scenarios are impossible, pointing

out the lane change limitation. Adversarial optimization has indeed exploited the flaw and the
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proposed analysis made it visible.

4.5.4 Traffic Model Prediction Evaluation

Though our learned traffic model was designed primarily for controllability and plausibility to create

scenarios, for completeness we evaluate its prediction abilities compared to state-of-the-art baselines

and when key components are ablated. We evaluate on the test split of the nuScenes [26] prediction

challenge using 2s (4 steps) of past motion to predict 6s (12 steps) of future. This data contains

vehicles from the bus, car, truck, construction, and emergency categories.

Evaluation is done with standard future prediction metrics including minimum average displace-

ment error (ADE) and minimum final displacement error (FDE), which are measured over K samples

from the traffic model. For a single agent being evaluated, these metrics are

ADE = min
k

1

T

T∑
t=1

||ŷ(k)
t − yt||2 (4.18)

FDE = min
k

||ŷ(k)
T − yT ||2 (4.19)

where ŷ(k)
t is the predicted position of the agent in the kth sample at time t and yt is the ground truth.

In our experiments, we use K = 10 samples.

For the ablation study, we also measure the environment and vehicle collision rates. Environ-

ment collision rate is the fraction of predicted future trajectories where more than 5% of the vehicle

bounding box overlaps with the non-drivable area. This is measured over all K samples. The vehicle

collision rate is measured over all agents in each scene (rather than only the single one specified at

each data point in the prediction challenge test split) and all K samples. It is the same as used in

TrafficSim [248], which counts the number of agents in collision (i.e. have a bounding box overlap

more than IoU 0.02 with another agent).

Baseline Comparison. Prediction performance is compared to reported results for recent state-of-the

art models AgentFormer [298], Trajectron++ [228], DLow-AF [295], and LDS-AF [161]. Results

are shown in Tab. 4.4. Our full model is trained only on car and truck vehicles to be used for

scenario generation, so to evaluate on the prediction challenge test split, we modify the category

of input vehicles to our model to be one of these (e.g. bus → truck). Our learned traffic model

makes accurate predictions and is competitive with current SOTA methods as shown in Tab. 4.4.

We also train an ablation of our model that does not use the kinematic bicycle model, instead the

decoder directly predicts output position and headings. This version is trained on all categories in the
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Model ADE (m) ↓ FDE (m) ↓

LDS-AF [161] 1.66 3.58
DLow-AF [295] 1.78 3.77
Trajectron++ [228] 1.51 -
AgentFormer [298] 1.45 2.86

Ours, Full 1.75 3.57
Ours, No Bicycle 1.60 3.17

Table 4.4: Learned traffic model future prediction accuracy on all nuScenes prediction categories
compared to current state of art. ADE/FDE is reported using 10 samples.

Model ADE (m) FDE (m) Env Coll (%) Veh Coll (%)

Full 1.74 3.54 10.6 5.6
No Bicycle 1.72 3.45 7.2 3.7
No Lenv 1.91 3.92 13.2 5.0
No Autoregress 3.68 8.00 16.2 5.4

Table 4.5: Traffic model ablation study on cars and truck nuScenes categories only (same as used
for scenario generation). Though not using the bicycle model gives better performance, it gives less
realistic single-agent vehicle dynamics which is very undesirable for scenario generation.

challenge dataset, and makes more accurate predictions according to ADE/FDE. Note, however, that

using the bicycle model is very important for adversarial and solution optimization to ensure output

trajectories have reasonable dynamics even when the optimized Z is off-manifold.

Ablation Study. To evaluate key design differences from TrafficSim [248] and ILVM [29], which

our model is based on, we ablate various components of our traffic model design. Results are shown

in Tab. 4.5, where all models are trained and evaluated only on the car and truck categories, since

this is what is used for scenario generation. No Bicycle directly predicts the position and heading

from the decoder rather than acceleration profiles that go through the kinematic bicycle model; again,

this gives slightly improved performance but less realistic per-agent dynamics. No Lenv only uses

vehicle collision penalties while training, similar to prior work [248]. Removing the environment

collision penalty results in a higher collision rate and lower predictive accuracy. No Autoregress uses

a GNN decoder that predicts the entire future trajectory in one shot rather than as an autoregressive

rollout. This makes the future prediction task more difficult, substantially reducing accuracy.

4.6 Discussion

STRIVE enables the automatic and scalable generation of plausible, accident-prone scenarios to
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Figure 4.7: Generated scenarios for the Replay planner using a traffic model trained on all categories.
Top row shows the initial scene and bottom is the output of adversarial optimization. When choosing
the adversary ahead of time, STRIVE can cause collisions with both pedestrians (left) and cyclists
(right).

improve a given planner. It does this based on a generative motion model of 2D vehicle trajectories

that had to address several of the challenges outlined in Sec. 1.1.1. Accuracy and diversity was

achieved by adapting a state-of-the-art CVAE model for trajectory synthesis. Moreover, this model

was explicitly aware of interactions between agents by leveraging a graph structure and message

passing layers. Finally, the latent space of this CVAE allowed for controllability through optimization

to create both accident and solution scenarios.

Limitations and Future Work. Our method assumes perfect perception and only attacks the planner,

but using our traffic model to additionally attack detection and tracking is of great interest. Other kinds

of adversaries like adding/removing assets and changing map topology will also uncover additional

AV weaknesses. Finally, STRIVE generates scenarios from existing data and only considers collisions

between vehicles, but other incidents involving pedestrians and cyclists are also important. As a

proof-of-concept for this, we train the learned traffic model on all categories in the nuScenes dataset

and generate scenarios for the Replay planner where the adversary is a pedestrian or cyclist. As

shown in Fig. 4.7, STRIVE gives promising results towards this direction.

Fig. 4.8 shows examples of other STRIVE limitations. First, our proposed solution optimization

is iterative and operates on the full temporal planner trajectory, therefore it has access to future

information that sometimes allows performing evasive maneuvers even before an “attack” is apparent.

An example is in Fig. 4.8(a) where the optimized solution simply does not not pull into the roundabout
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Figure 4.8: Example failure cases of STRIVE. (a) The solution optimization has access to privileged
information, sometimes resulting in unrealistic “solutions”. (b) Adversaries sometimes drive on
non-drivable area to cause a collisions. (c) Attacks that require unlikely motion under the learned
prior (e.g. a parked car pulling out) can be difficult to produce.

where the collision occurs. Fig. 4.8(b) shows that the adversary sometimes crosses non-drivable

areas in order to collide with the planner. Though this scenario is technically possible, it is extreme

behavior that may not be desired. However, these situations can be easily detected and discarded, and

usually occur only when there is no other feasible adversary near the planner. Finally, adversarial

optimization can have difficulty exhibiting behavior that is very unlikely under the prior even when it

is realistic, e.g. a parked car pulling out as shown in Fig. 4.8(c), since these motions are rare in the

traffic model training data.

Our method is intended to make AVs safer by exposing them to challenging and rare scenarios

similar to the real world. However, our experiments expose the difficulty of properly balancing

regular and challenging data when tuning a planner. Care must be taken to integrate generated

scenarios into AV testing and to design unified planners that robustly address highly variable driving

conditions.



Chapter 5

Controllable Trajectory Generation

In Chapter 4, we saw that generative CVAE motion models allow for detailed control of vehicle

trajectories using optimization in the learned latent space. This controllability enabled creating

specific traffic scenarios, such as causing accidents. In principle, though, the idea is applicable to

any kind of desired controllability on vehicle or pedestrian trajectories. Since the optimization is

done in a learned latent space using a data-driven prior as regularization, controlled trajectories are

also encouraged to remain plausible. Though promising, this test-time optimization approach can

be costly, requiring several minutes to modify trajectories for complex objectives. Moreover, the

optimization process finds a single local minimum corresponding to a single output scenario; it is not

able to generate a variety of different scenarios when starting from the same initialization.

In this chapter, we will introduce TRACE, which looks to address these shortcomings using

recent advancements in diffusion modeling. By adapting diffusion models to conditionally generate

pedestrian trajectories, we can guide trajectories as part of the usual denoising process to meet

user objectives, while getting a diversity of samples. This work was originally published in CVPR

2023 [209]; although TRACE is connected to a character controller to enable full-body character

animation, my primary contribution to this project was the guided trajectory diffusion model itself.

5.1 Introduction

Synthesizing high-level human behavior, in the form of 2D positional trajectories, is at the core of

modeling pedestrians for applications like autonomous vehicles and architectural and environmental

design. An important feature of such synthesis is controllability – generating trajectories that meet

user-defined objectives, edits, or constraints. For example, a user may place specific waypoints

77
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Figure 5.1: (Left) We propose TRACE, a trajectory diffusion model that enables user control through
test-time guidance. (Right) Generated trajectories are passed to a novel physics-based humanoid
controller (PACER), forming a closed-loop pedestrian animation system.

for characters to walk through, specify social groups for pedestrians to travel in, or define a social

distance to maintain.

Attaining controllability is straightforward for algorithmic or rule-based models of human behav-

ior. They have built-in objectives by construction. In the simplest case, human trajectories can be

determined by the shortest paths between control points [92], but more sophisticated heuristics have

also been developed for pedestrians [97, 13], crowds [212, 119], and traffic [253, 156]. Unfortunately,

algorithmically generated trajectories often appear unnatural. Learning-based approaches, on the

other hand, can improve naturalness by mimicking real-world data. These methods often focus on

short-term trajectory prediction using a single forward pass of a neural network [86, 298, 228, 4].

However, the ability to control these models is limited to sampling from an output trajectory dis-

tribution [166, 284] or using an expensive latent space traversal [210] procedure. As a result,

learning-based methods often predict motions that are implausible, containing collisions with ob-

stacles or between pedestrians. This motivates another notion of controllability – ensuring physical

plausibility of trajectories during agent-agent and agent-environment interactions.

In this work, we are particularly interested in using controllable pedestrian trajectory models

for character animation. We envision a simple interface where a user provides high-level objectives,

such as waypoints and social groups, and a system converts them to physics-based full-body human

motion. Compared to existing kinematic motion models [201, 103, 147], physics-based methods

have the potential to produce high-quality motion with realistic subtle behaviors during transitions,

obstacle avoidance, traversing uneven terrains, etc.. Although there exist physics-based animation

models [193, 95, 196, 194, 147, 281], controlling their behavior requires using task-specific planners

that need to be re-trained for new tasks, terrains, and character body shapes.

We develop a generative model of trajectories that is data driven, controllable, and tightly

integrated with a physics-based animation system for full-body pedestrian simulation (Fig. 5.1). Our
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method enables us to generate pedestrian trajectories that are realistic and amenable to meeting

user-defined objectives at test time. We integrate this trajectory generator as a high-level planner for

a physics-based pedestrian controller, resulting in a closed-loop controllable pedestrian animation

system.

For trajectory generation, we introduce a TRAjectory Diffusion Model for Controllable PEdestrians

(TRACE). Inspired by recent successes in trajectory generation through denoising [81, 110, 314],

TRACE generates the future trajectory for each pedestrian in a scene and accounts for the surrounding

context through a spatial grid of learned map features that is queried locally during denoising. We

leverage classifier-free sampling [101] to allow training on mixed annotations (e.g., with and without

a semantic map), which improves controllability at test time by trading off sample diversity and

compliance to conditioning. User-controlled sampling from TRACE is achieved through test-time

guidance [54, 101, 102], which perturbs the output at each step of denoising toward the desired

objective. We extend prior work [110] by introducing several analytical loss functions for pedestrians

and re-formulating trajectory guidance to operate on clean trajectory outputs from the model [102],

improving sample quality and adherence to user objectives.

For character animation, we develop a general-purpose Pedestrian Animation ControllER
(PACER) capable of driving physics-simulated humanoids with diverse body types to follow trajecto-

ries from a high-level planner. We focus on (1) motion quality: PACER learns from a small motion

database to create natural and realistic locomotion through adversarial motion learning [196, 194];

(2) terrain and social awareness: by learning in diverse terrains with other humanoids, PACER learns

to move through stairs, slopes, uneven surfaces, and to avoid obstacles and other pedestrians; (3)

diverse body shapes: by training on different body types, PACER draws on years of simulation

experience to control a wide range of characters; (4) compatibility with high-level planners: PACER

accepts 2D waypoints and can be a plug-in model for any 2D trajectory planner.

We demonstrate a controllable pedestrian animation system using TRACE as a high-level planner

for PACER, the low-level animator. The planner and controller operate in a closed loop through

frequent re-planning according to simulation results. We deepen their connection by guiding TRACE

with the value function learned during RL training of PACER to improve animation quality in

varying tasks. We evaluate TRACE on synthetic [13] and real-world pedestrian data [192, 140,

26], demonstrating its test-time flexibility to both user-specified and plausibility objectives while

synthesizing realistic motion. Furthermore, we show our animation system is capable and robust

with a variety of tasks, terrains, and characters. In summary, we contribute:

• A diffusion model for pedestrian trajectories that is readily controlled at test time through
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guidance;

• A general-purpose pedestrian animation controller for diverse body types and terrains;

• A pedestrian animation system that tightly integrates the two to drive simulated characters in a

controllable way.

5.2 Related Work

Pedestrian Trajectory Prediction. Modeling high-level pedestrian behavior has been extensively

studied in the context of motion prediction (forecasting). Approaches range from physics and

planning-based [97, 261, 96] to recent learned methods [298, 228, 4, 31, 137]. We refer the reader

to the thorough survey by Rudenko et al. [221] for an overview and focus this discussion on

controllability. Most forecasting works are motivated by planning for autonomous vehicles (AVs)

or social robots [86] rather than controllability or longer-term synthesis. Rule-based models for

pedestrians [13, 212, 119] and vehicle traffic [253, 156] can easily incorporate user constraints [139]

making them amenable to control. However, trajectories from these approaches are not always

human-like; methods have even been developed to choose the best simulation method and tune

parameters to make crowd scenarios more realistic [117].

Data-driven methods produce human-like motions, but neural network-based approaches are

difficult to explicitly control. Some works decompose forecasting into goal prediction followed by

trajectory prediction based on goals [166, 50]. These models offer limited control by selecting goal

locations near a target or that minimizes an objective (e.g. collisions) [284]. Synthesized pedestrian

behavior can also be controlled by strategically choosing a starting location [202]. STRIVE [210]

showed that a VAE trajectory model can be controlled through test-time optimization in the learned

latent space. Reinforcement learning (RL) agents can be controlled in crowd simulations by incorpo-

rating tasks into reward functions for training [136]. By varying the weights of different rewards,

characters can be controlled to exhibit one of several behaviors at test time [183]. Our method,

TRACE, trains to mimic trajectories from data and is agnostic to any task: all controls are defined at

test time, allowing flexibility to new controls after training. Instead of lengthy test-time optimization,

we use guidance for control.

Controllable Character Animation. Full-body pedestrian animation typically involves a high-level

task (e.g. trajectory following, obstacle avoidance) and low-level body control. Some methods

solve both with a single network that implicitly does high-level planning and low-level animation.
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GAMMA [312] trains a kinematic model to go to waypoints, while PFNN [103] follows gamepad

inputs. Physics-based humanoid controllers such as AMP [196] train different models for each task,

limiting their general applicability.

Two-stage methods split the task into separate high-level planning and low-level character control,

where task information is only used by the planner. Planning can be done with traditional A* [92],

using learned trajectory prediction [28], searching in a pre-trained latent space [147, 281, 194], or

using hierarchical RL [95, 193, 194, 201, 281]. DeepLoco [193], Haworth et al. [95], and ASE [194]

utilize hierarchical RL to achieve impressive dynamic control for various tasks. They require lengthy

training for both low-level and high-level controllers and often jointly train as a final step. They must

also train different planners for different tasks.

Our approach follows the two-stage paradigm, with the distinction that both our high-level

(TRACE) and low-level (PACER) models consume task information for pedestrian navigation:

through test-time guidance and map-conditioned path following, respectively. TRACE and PACER

are unaware of each other at training time, yet can be tightly integrated in a closed loop: trace-pace-

retrace.

Diffusion Models and Guidance. Diffusion models have shown success in generating images [100,

176, 260], videos [99], and point clouds [303]. Guidance has been used for test-time control in

several ways: classifier [54] and classifier-free [101] guidance re-inforce input conditioning, while

reconstruction guidance [102] has been used for coherent video generation. Gu et al. [81] adapt the

diffusion framework for short-term pedestrian trajectory forecasting conditioned on past trajectories.

Diffuser [110] generates trajectories for planning and control in robotics applications with test-time

guidance. Closest to ours is the concurrent work of CTG [314], which builds on Diffuser to develop

a controllable vehicle traffic model, focusing on following formalized traffic rules like speed limits.

Our method TRACE contains several key differences: we encode map conditioning into an expressive

feature grid queried in denoising, we use classifier-free sampling to enable multi-dataset training and

test-time flexibility, we re-formulate guidance to operate on clean model outputs, and we link with a

low-level animation model using value function guidance.

5.3 Method

To model high-level pedestrian behavior, we first introduce the controllable trajectory diffusion model

(TRACE). In Sec. 5.3.2, we detail our low-level physics-based pedestrian controller, PACER, and in

Sec. 5.3.3 how they can be combined into an end-to-end animation system.
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5.3.1 Controllable Trajectory Diffusion

Problem Setting. Our goal is to learn high-level pedestrian behavior in a way that can be controlled

at test time. For pedestrian animation, we focus on two types of control: (1) user specification,

e.g., goal waypoints, social distance, and social groups, and (2) physical plausibility, e.g., avoiding

collisions with obstacles or between pedestrians.

We formulate synthesizing pedestrian behavior as an agent-centric trajectory forecasting problem.

At each time step, the model outputs a future trajectory plan for a target ego agent conditioned

on that agent’s past, the past trajectories of all neighboring agents, and the semantic map context.

Formally, at timestep t we want the future state trajectory τs = [st+1 st+2 . . . st+Tf
] over the

next Tf steps where the state s = [x y θ v]T includes 2D position (x, y), heading angle θ, and

speed v. We assume this state trajectory is actually the result of a sequence of actions [314] defined

as τa = [at+1 at+2 . . . at+Tf
] where each action a = [v̇ θ̇]T contains the acceleration v̇

and yaw rate θ̇. The state trajectory can be recovered from the initial state and action trajectory

using a given dynamics model τs = f(st, τa). The full state-action trajectory is then denoted as

τ = [τs; τa]. To predict the future trajectory, the model receives as input the past state trajectory

of the ego pedestrian xego = [st−Tp . . . st] along with the past trajectories of N neighboring

pedestrians Xneigh = {xi}Ni=1. It also gets a crop of the rasterized semantic map M ∈ RH×W×C

in the local frame of the ego pedestrian at time t. These inputs are summarized as the conditioning

context C = {xego, Xneigh,M}.

Our key idea is to train a diffusion model to do this conditional trajectory generation, which

can be guided at test time to enable controllability. For simplicity, the following formulation uses

the full trajectory notation τ , but in practice, the state trajectory is always a result of actions, i.e.,

diffusion/denoising are on τa which determines the state.

Trajectory Diffusion Model

We build on Diffuser [110] and generate trajectories through iterative denoising, which is learned

as the reverse of a pre-defined diffusion process [100, 238]. Starting from a clean future trajectory

τ 0 ∼ q(τ 0) sampled from the data distribution, the forward noising process produces a sequence of

progressively noisier trajectories (τ 1, . . . , τ k, . . . , τK) by adding Gaussian noise at each process

step k:
q(τ 1:K | τ 0) :=

K∏
k=1

q(τ k | τ k−1)

q(τ k | τ k−1) := N (τ k;
√
1− βkτ

k−1, βkI)

(5.1)



CHAPTER 5. CONTROLLABLE TRAJECTORY GENERATION 83

Figure 5.2: Trajectory diffusion model (TRACE). Future trajectory denoising is conditioned on past
and neighbor motion by adding processed features to intermediate U-Net features. Map conditioning
is provided through a feature grid queried along the noisy input trajectory.

where βk is the variance at each step from a fixed schedule, and with large enough K we get

q(τK) ≈ N (τK ;0, I). TRACE learns the reverse of this process so that sampled noise can be

denoised into plausible trajectories. Each step of this reverse process is conditioned on C:

pϕ(τ
k−1 | τ k, C) := N (τ k−1;µϕ(τ

k, k, C),Σk) (5.2)

where ϕ are model parameters and Σk is from a fixed schedule. TRACE learns to parameterize the

mean of the Gaussian distribution at each step of the denoising process.

Training and Classifier-Free Sampling. Importantly for guidance, the network does not directly

output µ. Instead, at every step it learns to predict the final clean trajectory τ 0, which is then used to

compute µ [176]. In particular, we can compute µ from τ k and τ 0 using

µ(τ 0, τ k) :=

√
ᾱk−1βk
1− ᾱk

τ 0 +

√
αk (1− ᾱk−1)

1− ᾱk
τ k (5.3)

where βk is the variance from the schedule, αk := 1− βk, and ᾱk :=
∏k

j=0 αj .

Training supervises the network output τ̂ 0 with ground truth future trajectories (i.e. denoising

score matching [270, 240, 100]):

L = Eϵ,k,τ0,C

[
||τ 0 − τ̂ 0||2

]
(5.4)

where τ 0 and C are sampled from the training dataset, k ∼ U{1, 2, . . . ,K} is the step index, and

ϵ ∼ N (0, I) is used to corrupt τ 0 to give the noisy input trajectory τ k.
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Our training procedure allows the use of classifier-free sampling1 at test time, which has been

shown to improve compliance to conditioning in diffusion models [101]. We simultaneously train

both a conditional model µϕ(τ
k, k, C) and unconditional model µϕ(τ

k, k) by randomly dropping

out conditioning during training. At test time, predictions from both models are combined with

weight w as:

ϵ̃ϕ = ϵϕ(τ
k, k, C) + w

(
ϵϕ(τ

k, k, C)− ϵϕ(τ
k, k)

)
(5.5)

where ϵϕ is the model’s prediction of how much noise was added to the clean trajectory to produce

the input τ k. This is straightforward to compute using [176]:

ϵ =
τ k −

√
ᾱkτ

0

√
1− ᾱk

. (5.6)

Note that w>0 and w<0 increase and decrease the effect of conditioning, respectively, while

w=0 and w=−1 result in the purely conditional or unconditional model, respectively. This flex-

ibility allows a user to trade off respecting conditioning with trajectory diversity, which benefits

controllability (see Sec. 5.4.2). This approach also enables training on multiple distinct datasets with

varying annotations: conditioning is already being dropped out randomly, so it is easy to use mixed

data with subsets of the full conditioning. Since there are pedestrian datasets with diverse motions

but no semantic maps [192, 140] and others with limited motions but detailed maps [26], we find

mixed training is beneficial to boost diversity and controllability (see Sec. 5.4.2).

Architecture. As shown in Fig. 5.2, TRACE uses a U-Net similar to [110] which has proven

effective for trajectories. The input trajectory τk at step k is processed by a sequence of 1D temporal

convolutional blocks that progressively down and upsample the sequence in time, leveraging skip

connections. A key challenge is how to condition the U-Net on C to predict trajectories compliant

with the map and other pedestrians. To incorporate the step k, ego past xego, and neighbor past

Xneigh, we use a common approach [110, 102] that extracts a single conditioning feature and adds it

to the intermediate trajectory features within each convolutional block. We propose encoding M
with a 2D convolutional network into a feature grid where each pixel contains a high-dimensional

feature. At step k of denoising, the 2D position at each timestep t of the current noisy input trajectory

τ k is queried in the map feature grid to obtain a feature gt = Ψ(xt, yt) ∈ R32. This query is done

through bilinear interpolation of map features at the corresponding point. Over all timesteps, these

form a feature trajectory G = [gt+1 . . .gt+Tf
] that is concatenated along the channel dimension

1we refer to it as “sampling” instead of the common term “guidance” to avoid confusion with the guidance introduced
in Sec. 5.3.1



CHAPTER 5. CONTROLLABLE TRAJECTORY GENERATION 85

with τ k ∈ RTf×6 (containing both actions and states) to get the full trajectory input to the denoising

U-Net [τ k;G] ∈ RTf×38. Intuitively, this allows learning a localized representation that can benefit

subtle map interactions such as obstacle avoidance.

Controllability through Clean Guidance

After training TRACE to generate realistic trajectories, controllability is implemented through test-

time guidance. Intuitively, guidance nudges the sampled trajectory at each step of denoising towards

a desired outcome. Let J (τ ) be a guidance loss function measuring how much a trajectory τ violates

a user objective. This may be learned [110] or an analytical differentiable function [314]. Guidance

uses the gradient of J to perturb the predicted mean from the model at each denoising step such that

the right side of Eq. (5.2) becomes N (τ k−1; µ̃ϕ(τ
k, k, C),Σk) where µ̃ is the perturbed (guided)

mean. Prior work [110, 314] directly perturbs the noisy network-predicted mean with

µ̃ = µ− αΣk∇µJ (µ) (5.7)

where α determines the guidance strength. Note that Eq. (5.7) evaluates J at the noisy mean, so

learned loss functions must be trained at varying noise levels and analytic loss functions may hit

numerical issues.

To avoid this, we build upon “reconstruction guidance”, which operates on the clean model

prediction τ̂ 0 [102]. We extend the guidance formulation introduced in [102] for temporal video

upsampling to work with arbitrary loss functions. At each denoising step with input τ k, we first

perturb the predicted clean trajectory from the network τ̂ 0 with

τ̃ 0 = τ̂ 0 − αΣk∇τkJ (τ̂ 0), (5.8)

then compute µ̃ in the same way as we would in Eq. (5.2), i.e. as if τ̃ 0 were the output of the

network. Note that the gradient is evaluated wrt the noisy input trajectory τ k rather than the clean τ̂ 0,

requiring backpropagation through the denoising model. We formulate several analytical guidance

objectives like waypoint reaching, obstacle avoidance, collision avoidance, and social groups (see

Sec. 5.4.1, 5.4.2), and show a learned RL value function can also be used in Sec. 5.4.3.

Scene-Level Guidance. Some guidance objectives are based on multi-agent interactions, e.g., agent

collision avoidance and social groups. In this case, we assume that all pedestrians in a scene can be

denoised simultaneously in a batched fashion. At each denoising step, the loss function is evaluated

at the current trajectory prediction of all pedestrians and gradients propagated back to each one for
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Figure 5.3: Pipeline: Pedestrian Animation Controller (PACER).

guidance. This can be seen as sampling a scene-level future rather than a single agent future.

5.3.2 Physics-Based Pedestrian Animation

To enable full-body pedestrian simulation, we design the Pedestrian Animation ControllER (PACER)

to execute the 2D trajectories generated by TRACE in a physics simulator. In our experiments, we

use a similar procedure as [297, 160], to automatically generate humanoid models that conform to

the kinematic structure of SMPL [155].

Background: Goal-Conditioned RL. Our framework (Fig. 5.3) follows the general goal-conditioned

reinforcement learning framework, where a goal-conditioned policy πPACER is trained to follow 2D

target trajectories specified by τs. The task is formulated as a Markov Decision Process (MDP)

defined by a tuple M = ⟨S,A, T , R, γ⟩ of states, actions, transition dynamics, reward function, and

discount factor. The state S , transition dynamics T , and reward R are calculated by the environment

based on the current simulation and goal τs, while the action A is computed by the policy πPACER.

The policy’s objective is to maximize the discounted return E
[∑T

t=1 γ
t−1rt

]
where rt is the per-

timestep reward. We utilize Proximal Policy Optimization (PPO) [229] to find the optimal control

policy πPACER.

Terrain, Social, and Body Awareness. To create a controller that can simulate crowds in realistic

3D scenes (e.g. scans, neural reconstructions, or artist-created meshes (Fig. 5.1)), our humanoid

must be terrain aware, socially aware of other agents, and support diverse body types. Our control

policy is conditioned on the state of the simulated character ht, environmental features ot, body
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type β, and the goal states τs: πPACER(at|ht,ot,β, τs). The policy inputs a rasterized local height

and velocity map of size ot ∈ R64×64×3 to give agents crucial information about their surroundings.

To allow for social awareness, nearby humanoids are represented as a cuboid and rendered on the

global height map at runtime. In this way, each humanoid views other people as dynamic obstacles to

avoid. Obstacle and interpersonal avoidance are learned by using obstacle collision as a termination

condition. By conditioning and training with different body parameters β our policy learns to adapt

to characters with diverse morphologies.

Realistic Motion through Adversarial Learning. To learn the optimal control policy πPACER that

(1) follows a 2D trajectory closely and (2) creates realistic pedestrian motions, we follow Adversarial

Motion Prior (AMP) [196], which uses a motion discriminator to encourage the policy to generate

motions that are similar to the movement patterns contained in a dataset of motion clips recorded

from human actors. The discriminator D(ht,at) is then used to specify a motion style reward r
amp
t

for training the policy. The style reward is combined with a trajectory following reward rτt and an

energy penalty r
energy
t [70] to produce the total reward rt = r

amp
t + rτt + r

energy
t . To mitigate artifacts

arising from asymmetric gaits, such as limping, we utilize the motion-symmetry loss proposed by

[294]:
Lsym(θ) = ∥πPACER(ht,ot,β, τs)− Φa(πPACER(Φs(ht,ot,β, τs)))∥2, (5.9)

where Φs and Φa mirrors the state and action along the character’s sagittal plane. This loss encourages

the policy to produce more symmetric motions, leading to more naturalistic gaits. During training,

random terrains are generated following the procedure used in [222]. We create stairs, slopes, uneven

terrains, and obstacles consisting of random polygons. The morphology of the character is also

randomized by sampling a gender and body type from the AMASS dataset [162]. The policy and

discriminator are then conditioned on the SMPL gender and body shape β parameters.

5.3.3 Controllable Pedestrian Animation System

The high-level trajectory planning from TRACE is combined with the low-level character control

from PACER to create an end-to-end pedestrian animation system. The two components are trained

independently, but at run-time, they operate in a closed feedback loop: PACER follows planned

trajectories for 2s before TRACE re-planning, taking past character motion from PACER as input.

By combining terrain and social awareness of PACER with collision avoidance guidance, both high

and low level systems are task-aware and work in tandem to prevent collisions and falls.
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Value Function as Guidance. To enable tighter two-way coupling between TRACE and PACER,

in Sec. 5.4.3 we explore using the value function learned during RL training of PACER to guide

trajectory diffusion. The value function predicts expected future rewards and is aware of body pose

and surrounding terrain and agents. Using the value function to guide denoising encourages TRACE

to produce trajectories that are easier to follow and better suited to the current terrain (which TRACE

is unaware of otherwise). Unlike Diffuser [110], which requires training a reward function with

samples from the diffusion model at varying noise levels, our guidance (Eq. (5.8)) operates on clean

trajectories so we can use the value function directly from RL training.

5.4 Experiments

We first demonstrate the controllability of TRACE when trained on synthetic (Sec. 5.4.1) and real-

world (Sec. 5.4.2) pedestrian data. Sec. 5.4.3 evaluates our full animation system on several tasks

and terrains.

Implementation Details. TRACE is trained to predict Tf=5s of future motion at 10 Hz from Tp=3s

of past motion, and uses K=100 diffusion steps. During training, map and neighbor conditioning

inputs are independently dropped with 10% probability. At test time, we sample (and guide) multiple

future trajectories for each pedestrian in a scene and choose one with the lowest guidance loss, which

we refer to as filtering. For PACER, we randomly sample terrain, body type, and procedural 2D

trajectories during training and used a motion dataset consisting of locomotion sequences from

AMASS [162]. All physics simulations are performed using NVIDIA’s Isaac Gym simulator [165].

Datasets. The ORCA dataset (Sec. 5.4.1) contains synthetic data of 10s scenes generated using the

ORCA crowd simulator [13]. Up to 20 agents are placed in a 15m×15m environment with up to 20

static primitive obstacles. Agent placement and goal velocity along with obstacle location, scale, and

orientation are randomized per scene. The dataset contains two distinct subsets: ORCA-Maps has

many obstacles but few agents, while ORCA-Interact has no obstacles (i.e. no map annotations) but

many agents.

For real-world data (Sec. 5.4.2), we use ETH/UCY and nuScenes. ETH/UCY [192, 140] is

a common trajectory forecasting benchmark containing scenes with dense crowds and interesting

pedestrian dynamics but does not have semantic maps. nuScenes [26] contains 20s driving scenes

in common street settings. We convert the pedestrian bounding box annotations to 2D trajectories

and use them for training and evaluation. Detailed semantic maps are also annotated with layers for

roads, crosswalks, and sidewalks.
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Figure 5.4: Guidance results on ORCA-Maps. For VAE and TRACE, 20 samples are visualized for
each pedestrian (the boxes) along with the final trajectory chosen via filtering which is bolded.

Metrics. We care about trajectory plausibility and meeting user controls. Controllability is evaluated

with a Guidance Error that depends on the task: e.g., for avoidance objectives this is collision rate,

while the waypoint error measures the minimum distance from the trajectory. Obstacle and Agent

Collision Rates measure the frequency of collisions. Realism is measured at the dataset or trajectory

level by (1) computing the Earth Mover’s Distance (EMD) between the generated and ground truth

test-set histograms of trajectory statistics (e.g. velocity, longitudinal/lateral acceleration) [284], or (2)

measuring the mean accelerations of each trajectory assuming pedestrians generally move smoothly.

5.4.1 Augmenting Crowd Simulation

We first evaluate TRACE trained on ORCA-Maps and ORCA-Interact. These provide a clean test

bed for comparisons since there is a clear definition of correct pedestrian behavior – no obstacle or

agent collisions are present in the data. All methods operate in an open loop by predicting a single

5s future for each pedestrian. This way, compounding errors inherent to closed-loop operation are
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Guidance Collision Rate Realism (EMD)
Guide Method Error Obstacle Agent Vel Lon Acc Lat Acc

None VAE [210] – 0.076 0.118 0.038 0.039 0.040
TRACE – 0.050 0.132 0.029 0.008 0.009

Obstacle VAE [210] 0.018 0.018 0.116 0.040 0.036 0.039
Avoid TRACE-Filter 0.018 0.018 0.123 0.019 0.011 0.015

TRACE-Noisy 0.015 0.015 0.125 0.021 0.012 0.017
TRACE 0.014 0.014 0.124 0.020 0.011 0.017

Agent VAE [210] 0.010 0.075 0.010 0.041 0.038 0.039
Avoid TRACE-Filter 0.049 0.050 0.049 0.031 0.012 0.013

TRACE-Noisy 0.000 0.056 0.000 0.035 0.013 0.012
TRACE 0.000 0.058 0.000 0.025 0.010 0.012

Waypoint VAE [210] 0.078 0.051 0.092 0.070 0.031 0.033
TRACE-Filter 0.333 0.046 0.112 0.044 0.013 0.013
TRACE-Noisy 0.129 0.052 0.110 0.067 0.038 0.033
TRACE 0.105 0.048 0.093 0.057 0.013 0.014

Waypoint VAE [210] 0.207 0.021 0.015 0.053 0.032 0.032
& Obs Avoid TRACE-Filter 0.527 0.023 0.096 0.025 0.014 0.016
& Agt Avoid TRACE-Noisy 0.236 0.022 0.017 0.057 0.025 0.022

TRACE 0.211 0.021 0.009 0.036 0.007 0.009

Table 5.1: Guidance evaluation on ORCA-Maps dataset. TRACE using full diffusion guidance
improves upon VAE latent optimization and selective sampling (TRACE-Filter) in terms of meeting
objectives, while maintaining strong realism.

not a factor.

Results for single and multi-objective guidance on the ORCA-Maps test set are shown in Tab. 5.1.

TRACE is compared to a VAE baseline [210] adapted to our setup, which achieves controllability

through test-time latent optimization. This is a very strong baseline that generally works well but

requires potentially lengthy optimization. We also compare to two ablations: TRACE-Filter samples

from the diffusion model without guidance and chooses the best sample according to the guidance

loss (similar to [284]), while TRACE-Noisy uses the guidance formulated in Eq. (5.7) from prior

works [110, 314]. Models are trained on the combined dataset of ORCA-Maps (with map annotations)

and ORCA-Interact (no map annotations). The guidance losses are: None samples randomly with no

guidance; Obstacle avoid discourages collisions between map obstacles and pedestrian bounding

boxes; Agent avoid discourages collisions between pedestrians by denoising all their futures in a

scene jointly; Waypoint encourages a trajectory to pass through a goal at any point in the planning

horizon. For this experiment, the waypoint is set as the position of each pedestrian at 4s into the
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Guidance Realism (Mean)
Guide Method Train Data w Error Lon Acc Lat Acc

Waypoint VAE [210] Mixed – 0.340 0.193 0.172
TRACE nuScenes -0.5 0.421 0.177 0.168

Mixed 0.0 0.551 0.159 0.145
Mixed -0.5 0.366 0.140 0.132

Waypoint VAE [210] Mixed – 0.962 0.443 0.441
perturbed TRACE nuScenes -0.5 0.977 0.239 0.238

Mixed 0.0 1.129 0.233 0.218
Mixed -0.5 0.802 0.212 0.204

Social VAE [210] Mixed – 0.297 0.109 0.104
groups TRACE nuScenes -0.5 0.287 0.155 0.158

Mixed 0.0 0.244 0.110 0.101
Mixed -0.5 0.245 0.094 0.087

Table 5.2: Guidance evaluation on nuScenes. Training on mixed data and using w<0 for classifier-
free sampling are important to achieve controllability for out-of-distribution objectives.

future in the ground truth data. These are in-distribution objectives, since they reinforce behavior

already observed in the ground truth data.

In Tab. 5.1, TRACE successfully achieves all objectives through the proposed guidance. It is

competitive or better than the VAE optimization in terms of guidance, while maintaining velocity

and acceleration distributions closer to ground truth as indicated by Realism. Fig. 5.4 shows that

random samples from the VAE contain collisions, and using latent optimization for guidance gives

similar local minima across samples thereby limiting diversity compared to TRACE. Finally, using

our proposed clean guidance (Eq. (5.8)) instead of the noisy version produces consistently better

results in guidance and realism.

5.4.2 Real-world Data Evaluation

We next evaluate controllability when trained on real-world data, and focus on out-of-distribution

(OOD) guidance objectives to emphasize the flexibility of our approach. In this experiment, meth-

ods operate in a closed loop: pedestrians are rolled out for 10s and re-plan at 1 Hz. Results on

a held out nuScenes split are shown in Tab. 5.2. We compare TRACE trained on mixed data

(ETH/UCY+nuScenes), after training on nuScenes only, and using two different classifier-free

sampling weights w. Along with in-distribution Waypoint (now at 9s), two additional objectives

are evaluated: Waypoint perturbed uses a noisily perturbed ground truth future position (at 9s),
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Figure 5.5: nuScenes results demonstrating flexibility of TRACE. (a) Using mixed training and
w=−0.5 is best for noisy waypoints. (b) Social group guidance encourages sets of pedestrians to stay
close. (c) Mixed training (ETH/UCY+nuScenes) learns a more diverse distribution as demonstrated
by unconditional sampling.

requiring pedestrians to go off sidewalks or into streets to reach the goal; Social groups specifies

groups of agents to stay close and travel together. Groups are set heuristically based on spatial

proximity and velocity at initialization.

In Tab. 5.2, we observe that OOD flexibility requires (1) training on mixed data, and (2) classifier-

free sampling. Since nuScenes data is less diverse (people tend to follow the sidewalk), TRACE

trained on just nuScenes struggles to hit perturbed waypoints. Though the VAE is trained on mixed

data, it seemingly cannot leverage diverse pedestrian dynamics from ETH/UCY when rolling out

on nuScenes maps, limiting OOD success. TRACE reaches OOD objectives using classifier-free

sampling with w=−0.5 to downweight the conditioning of the semantic map and leverage diverse

trajectories learned from ETH/UCY. The flexibility of TRACE is further highlighted in Fig. 5.5.
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Figure 5.6: Our animation system enables traversing variable terrains, avoiding obstacles, meeting
goals, and large crowds.

Fail Traj Follow Discrim
Terrain Guide Rate Error Reward

Random Procedural 0.133 0.680 1.950
None 0.093 0.104 1.887
Waypoint 0.107 0.111 2.113

Obstacles Procedural 0.307 0.948 2.278
None 0.125 0.093 2.512
Obs Avoid 0.063 0.089 2.521

Flat Procedural 0.127 0.371 2.320
(Crowd) None 0.087 0.082 2.374

Agt Avoid 0.013 0.071 2.402

Table 5.3: Closed-loop animation results. Our system successfully follows waypoints and avoids
collisions in a variety of terrains, and additional guidance improves performance.

5.4.3 Controllable Pedestrian Animation

Finally, we demonstrate our full controllable pedestrian animation system. TRACE is trained on

ORCA and used as a planner for the pre-trained PACER without any fine-tuning. We evaluate the

animations by: Fail Rate measures the fraction of agents that fall down or collide with an obstacle

or other agent, Trajectory Following Error measures the average deviation of the character from

TRACE’s plan, and Discriminator Reward is the mean reward returned by the adversarial motion

prior used to train PACER, which measures how human-like a generated motion appears.

Tab. 5.3 evaluates the animations from our system using TRACE with and without guidance

in various settings: Random is an assortment of smooth and rough slopes and stairs with varying

difficulties, Obstacles is a flat terrain with large obstacles, and Flat is a flat terrain with pedestrians

spawned in a crowd of 30. For each setting, 600 rollouts of 10s are simulated across 30 different

characters. As a baseline to determine the difficulty of environments and reasonable discriminator

rewards, we also include metrics when using the (terrain and obstacle unaware) Procedural trajectory

generation method used to train PACER.



CHAPTER 5. CONTROLLABLE TRAJECTORY GENERATION 94

Guide Waypoint Fail Traj Follow Discrim
Terrain Waypoint Value Error Rate Error Reward

Random
√

0.541 0.107 0.111 2.113√ √
0.481 0.100 0.112 2.162

Obstacles
√

1.065 0.220 0.138 2.552√ √
0.929 0.178 0.113 2.609

Flat
√

0.248 0.063 0.084 2.555
(Crowd)

√ √
0.175 0.053 0.084 2.607

Table 5.4: Using the value function learned in RL training as guidance improves quality of trajectory
following and robustness to varying terrain, obstacles, and other agents.

Our combined system performs well in the physically-simulated environment with TRACE

providing easy-to-follow trajectories resulting in high-quality animations from PACER as evalutated

by the discriminator. Diffusion guidance can further improve failure rates, especially for avoiding

agent collisions in dense crowds. Fig. 5.6 shows some qualitative applications of our animation

system. Tab. 5.4 shows the effect of using the learned value function from training PACER as a

guidance loss for TRACE. In each setting, adding value guidance in addition to waypoint guidance

makes trajectories easier to follow, reduces failures, and improves the discriminator reward. As a

result, waypoint guidance error also improves.

5.5 Discussion

We have introduced a controllable trajectory diffusion model, a robust physics-based humanoid

controller, and an end-to-end animation system that combines the two. Developing TRACE required

addressing several of the key features discussed in Sec. 1.1.1. To get accuracy and diversity, it was

necessary to adapt recent diffusion models to handle conditioning on context and generate plausible

action sequences for pedestrian control. Part of this conditioning was a learned map feature grid

that was queried at each denoising step to account for interactions between pedestrians and their

environment. Lastly, controllability was enabled through guidance of the denoising process.

Limitations and Future Work. TRACE represents an exciting step in being able to control the

high-level behavior of learned pedestrian models, and opens several directions for future work. First

is improving the efficiency of sampling from trajectory diffusion models to make them feasible for

real-time planning: currently TRACE takes 1-5s (depending on the guidance used) to generate a

motion plan. Recent work in distilling diffusion models to work with only a handful of steps [169]

offers a potential solution. In addition to high-level motion controllability, exploring how diffusion
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Figure 5.7: Controllable Traffic Generation (CTG) uses two key stages to enable controllable
simulation. (Left) a conditional diffusion model is trained to generate realistic trajectories. (Right)
Guided model sampling uses signal temporal logic (STL) rules to meet desired objectives.

models can be extended to low-level control can also be an interesting followup.

5.6 Additional Related Contributions

This section briefly describes additional contributions made to the area of modeling human behavior

with 2D trajectories. In particular, Sec. 5.6.1 introduces CTG [314], which leverages a guided

diffusion framework similar to TRACE for simulating vehicle traffic and ensuring road rules are met.

5.6.1 Controllable Traffic Generation

Controllable and realistic traffic simulation is critical for developing and verifying autonomous

vehicles. Typical heuristic-based traffic models offer flexible control to make vehicles follow specific

trajectories and traffic rules. On the other hand, data-driven approaches generate realistic and

human-like behaviors, improving transfer from simulated to real-world traffic. However, to the

best of our knowledge, no traffic model offers both controllability and realism. In this work, we

develop a conditional diffusion model for controllable traffic generation (CTG) that allows users to

control desired properties of trajectories at test time (e.g., reach a goal or follow a speed limit) while

maintaining realism and physical feasibility through enforced dynamics. The key technical idea
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is to leverage recent advances from diffusion modeling and differentiable logic to guide generated

trajectories to meet rules defined using signal temporal logic (STL). We further extend guidance to

multi-agent settings and enable interaction-based rules like collision avoidance. CTG is extensively

evaluated on the nuScenes dataset for diverse and composite rules, demonstrating improvement over

strong baselines in terms of the controllability-realism tradeoff.

Fig. 5.7 provides an overview of the key ideas of CTG. Please refer to the paper for full technical

details and results [314].



Chapter 6

Conclusion and Future Vision

In this thesis, we have seen how learned models of motion can be employed to solve fundamental

perception and generation problems for 3D humans, 3D objects, and 2D human behavior. To make

these learned motion models effective, we developed architectures and state spaces that allowed the

models to be accurate and diverse, aware of interactions, robust, generalizable, and controllable.

In Chapter 2, we saw with HuMoR that conditional VAEs can effectively capture the unobservable

factors of human motion, and model the change in 3D pose at a single time step in a generalizable

way. This allowed performing optimization in the learned latent space to robustly recover human

motion from video, even under noise and occlusions. Chapter 3 explored modeling more general 3D

object motion as the change in shape from the perspective of a sensor. For this purpose we introduced

CaSPR, which used a flexible learned latent space to model the change in 3D object shape, making

it agnostic to the type of observed motion. This enabled continuously reconstructing point cloud

sequences for both rigid and deformable objects and, more generally, helped solve several perception

problems from dynamic point cloud inputs.

In Chapters 4 and 5, we leveraged powerful generative models to capture realistic vehicle and

pedestrian trajectories. STRIVE (Chapter 4) used a scene-centric conditional VAE that captured

interactions between vehicles using message passing layers within a graph neural network. The

learned latent space of the VAE allowed test-time optimization to create traffic scenarios that meet

user specifications, such as causing or avoiding an accident. TRACE (Chapter 5) introduced a

denoising-diffusion model that queried a learned map feature grid throughout the denoising process

to reason about local interactions between pedestrians and their environment. By guiding the

denoising process, it also enabled users to specify objectives for trajectories, such as goal waypoints,

collision avoidance, or social groups.

97
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Each of these works offers promising progress towards enabling intelligent systems to success-

fully understand and leverage motion. However, there are still many problems to solve to fully

achieve real-world embodied systems and simulations teeming with realistic dynamic agents. This

leaves exciting future directions in generating and perceiving motion:

3D Human Motion Synthesis. On the heels of generative approaches like HuMoR (Chapter 2), it is

clear that data-driven models for 3D human motion have the potential to greatly impact the field of

character animation and simulation. We envision a character animation system that is intuitive, yet

flexible to be controlled by a user: digital characters can be dropped in a 3D scene, given direction

from the user (like a task to perform specified by natural language), and then they will realistically

interact with the world to carry out their tasks.

Achieving such a system requires developing three levels of motion understanding: (1) high-level

reasoning, (2) navigation, and (3) low-level pose control. For high-level reasoning, characters must

ingest commands from a user and make a plan to carry them out. This requires breaking a high level

language command (e.g., “make some pasta”) into a series of sub-commands that can be used to

successfully prompt a language-conditioned motion model [197, 251, 307] (e.g., “walk forward to the

kitchen” → “open the cupboard” → “grab the box of pasta” → · · · ). To carry out a plan, the character

must navigate in their environment to avoid collisions with static and dynamic obstacles [28]. In

contrast to traditional path planning algorithms that produce the shortest possible non-colliding path,

characters should carry out realistic and semantically-plausible paths that adhere to social norms or

rules of the environment.

The full 3D pose of the character must be synthesized to carry out the navigation and desired

actions. An open challenge here is ensuring generated poses realistically interact with the surrounding

environment [92, 310]. From sitting in chairs, to laying in beds, to picking up and manipulating

objects, motions must exhibit physically-realistic contacts and avoid unrealistic penetrations. One

interesting direction towards this end is mixing physics-based and data-driven models to get the

best of both worlds [296]. Motions should also be semantically plausible as to interact with objects

realistically based on affordances, e.g., picking up a mug by the handle. These kinds of interactions

can be seen as one way to control the motions generated by a model. In general, we would like to

develop generative models that can produce motions at test time to meet both soft objectives and hard

constraints. While TRACE (Chapter 5) makes progress in this direction for 2D trajectories using a

guided diffusion model, similar capabilities must be developed for full 3D pose so that users can

generate motion to meet language or action commands [251, 307], keyframe poses [48], specific

motion styles [254], or environment geometry [107].
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Modeling Human Behavior. The ability to generate realistic 2D trajectories for humans to follow

(i.e., human behavior) is useful beyond character animation. For example, populating simulations of

indoor and outdoor spaces, streets, and cities requires dynamic pedestrians, vehicles, and cyclists.

However, trajectories must adhere to constraints imposed by the environment, such as avoiding colli-

sions between agents and following rules of the road. While recent progress can avoid collision and

stay on-road for short-term rollouts (e.g., STRIVE and TRACE in Chapters 4 and 5), it becomes more

challenging for long-term simulations that must remain stable and robust for several minutes [284].

The work in this thesis shows that iterative test time procedures, either through optimization or

denoising-diffusion, are promising for enforcing constraints. However, efficiency must be improved

to make them feasible in real-time settings. Another potential solution is through reinforcement

learning (RL), which can produce behavior policies that successfully adhere to rules through rewards,

but do not always give human-like motions. Therefore, some combination of supervised learning and

RL may give both realistic motion and rule-following [16].

STRIVE demonstrates that generative traffic models can be useful for automatically creating

accident scenarios; an interesting direction is extending this to creating scenarios from higher-level

user directions. For example, a user may use natural language to specify the personality of a certain

driver (e.g., “agressive”), the maneuver to make (e.g., “turn left then go straight”), or a description at

the scene level (e.g., “traffic jam at a 4-way intersection”).

Learned Motion from Limited Supervision. The work in this thesis relies heavily on having a large-

scale, high-quality, and diverse dataset of motion to learn from. This includes human motion capture

(mocap) data, object point cloud observations, or vehicle and pedestrian trajectories. However, these

data sources are not always available: for animals, or humans interacting with objects and scenes,

clean mocap data is scarce and it is not scalable to collect more [291]. It is expensive to capture every

single type of motion we wish to model and in some cases, like simultaneously capturing human

and object pose, capture can be challenging due to heavy occlusions. One potential avenue is using

weakly supervised methods to learn 3D motion models directly from widely available videos, or

other data with limited 2D annotations or noisy 3D annotations. Recent advancements in generative

video models [102] could even be harnessed to create free data for some types of motion.

Improving Dynamic Perception. Finally, we must harness improved generation capabilities for

human and object motion for perception. While HuMoR follows analysis-by-synthesis by optimizing

for human motion in a learned latent space, this test-time procedure can be slow and prone to

local minima. Therefore, it is important to explore other ways these models can inform perception.

Moreover, it is not clear how other families of generative models can be used as a prior for perception:
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while VAEs are amenable to optimization in a low-dimensional latent space, diffusion models do

not afford such a formulation. The motion models in this thesis are also class specific, and assume

ahead of time what type of entity is being modeled. For general purpose dynamic perception, it will

be interesting to explore what kind of class-agnostic motion priors can be developed. For example,

learning point/pixel-level [91] motion priors or part-based representations [286].

The work in this thesis focuses on perceiving humans and objects in relative isolation. However,

in-the-wild observations have complex interactions with the environment, making it important to

consider recovering motion and scene geometry together [292]. Incorporating physics-based priors

or differentiable physics simulation could be particularly useful in this case [232, 87]. Real-world

observations may also be from a moving sensor, so it will be necessary to have approaches that

disambiguate between observer motion and the motion of the observed entity [289].

Overall, we anticipate that the efforts in this thesis are just the beginning of the exciting and

challenging area of learned motion modeling, and we expect future breakthroughs will help to solve

fundamental perception and generation problems in computer vision.
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F. d'Alché-Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing

Systems, volume 32. Curran Associates, Inc., 2019.

[159] Zhengyi Luo, S Alireza Golestaneh, and Kris M Kitani. 3d human motion estimation via

motion compression and refinement. In Proceedings of the Asian Conference on Computer

Vision, 2020.

[160] Zhengyi Luo, Ryo Hachiuma, Ye Yuan, and Kris Kitani. Dynamics-regulated kinematic policy

for egocentric pose estimation. In Advances in Neural Information Processing Systems, 2021.

[161] Yecheng Jason Ma, Jeevana Priya Inala, Dinesh Jayaraman, and Osbert Bastani. Likelihood-

based diverse sampling for trajectory forecasting. In Proceedings of the IEEE/CVF Interna-

tional Conference on Computer Vision, pages 13279–13288, 2021.

[162] Naureen Mahmood, Nima Ghorbani, Nikolaus F. Troje, Gerard Pons-Moll, and Michael J.

Black. AMASS: Archive of motion capture as surface shapes. In International Conference on

Computer Vision, 2019.
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[171] Niloy J Mitra, Simon Flöry, Maks Ovsjanikov, Natasha Gelfand, Leonidas J Guibas, and

Helmut Pottmann. Dynamic geometry registration. In Symposium on geometry processing,

pages 173–182, 2007.

[172] Aron Monszpart, Paul Guerrero, Duygu Ceylan, Ersin Yumer, and Niloy J. Mitra. iMapper:

Interaction-guided scene mapping from monocular videos. ACM SIGGRAPH, 2019.

[173] Aron Monszpart, Nils Thuerey, and Niloy J Mitra. Smash: physics-guided reconstruction of

collisions from videos. ACM Transactions on Graphics (TOG), 35(6):1–14, 2016.



BIBLIOGRAPHY 119

[174] Michael Montemerlo, Jan Becker, Suhrid Bhat, Hendrik Dahlkamp, Dmitri Dolgov, Scott

Ettinger, Dirk Haehnel, Tim Hilden, Gabe Hoffmann, Burkhard Huhnke, et al. Junior: The

stanford entry in the urban challenge. Journal of field Robotics, 25(9):569–597, 2008.

[175] Wassim G Najm, John D Smith, and Mikio Yanagisawa. Pre-Crash Scenario Typology for

Crash Avoidance Research. U.S. Department of Transportation, National Highway Traffic

Safety Administration, 2007.

[176] Alexander Quinn Nichol and Prafulla Dhariwal. Improved denoising diffusion probabilistic

models. In International Conference on Machine Learning, pages 8162–8171. PMLR, 2021.

[177] Michael Niemeyer, Lars Mescheder, Michael Oechsle, and Andreas Geiger. Occupancy

flow: 4d reconstruction by learning particle dynamics. In Proceedings of the IEEE/CVF

International Conference on Computer Vision (ICCV), pages 5379–5389, 2019.

[178] David Novotny, Nikhila Ravi, Benjamin Graham, Natalia Neverova, and Andrea Vedaldi.

C3dpo: Canonical 3d pose networks for non-rigid structure from motion. In Proceedings of

the IEEE/CVF International Conference on Computer Vision (ICCV), pages 7688–7697, 2019.

[179] Matthew O’Kelly, Aman Sinha, Hongseok Namkoong, Russ Tedrake, and John C Duchi.

Scalable end-to-end autonomous vehicle testing via rare-event simulation. In NeurIPS, 2018.

[180] Derek Onken, Samy Wu Fung, Xingjian Li, and Lars Ruthotto. Ot-flow: Fast and accurate

continuous normalizing flows via optimal transport. arXiv preprint arXiv:2006.00104, 2020.

[181] Dirk Ormoneit, Hedvig Sidenbladh, Michael J. Black, and Trevor Hastie. Learning and

tracking cyclic human motion. In Advances in Neural Information Processing Systems 13,

pages 894–900, 2001.

[182] Avik Pal, Jonah Philion, Yuan-Hong Liao, and Sanja Fidler. Emergent road rules in multi-agent

driving environments. In International Conference on Learning Representations, 2020.

[183] Andreas Panayiotou, Theodoros Kyriakou, Marilena Lemonari, Yiorgos Chrysanthou, and

Panayiotis Charalambous. Ccp: Configurable crowd profiles. In ACM SIGGRAPH 2022

Conference Proceedings, pages 1–10, 2022.

[184] George Papamakarios, Eric Nalisnick, Danilo Jimenez Rezende, Shakir Mohamed, and Balaji

Lakshminarayanan. Normalizing flows for probabilistic modeling and inference. arXiv

preprint arXiv:1912.02762, 2019.



BIBLIOGRAPHY 120

[185] Jeong Joon Park, Peter Florence, Julian Straub, Richard Newcombe, and Steven Lovegrove.

DeepSDF: Learning continuous signed distance functions for shape representation. In Pro-

ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR),

2019.

[186] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang, Zachary DeVito,

Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer. Automatic differentiation in

pytorch. In Advances in Neural Information Processing Systems, 2017.

[187] Georgios Pavlakos, Vasileios Choutas, Nima Ghorbani, Timo Bolkart, Ahmed A. A. Osman,

Dimitrios Tzionas, and Michael J. Black. Expressive body capture: 3D hands, face, and body

from a single image. In Proceedings IEEE Conf. on Computer Vision and Pattern Recognition

(CVPR), pages 10975–10985, 2019.

[188] Georgios Pavlakos, Luyang Zhu, Xiaowei Zhou, and Kostas Daniilidis. Learning to estimate

3d human pose and shape from a single color image. In Proceedings of the IEEE Conference

on Computer Vision and Pattern Recognition, pages 459–468, 2018.

[189] Dario Pavllo, Christoph Feichtenhofer, Michael Auli, and David Grangier. Modeling human

motion with quaternion-based neural networks. International Journal of Computer Vision,

pages 1–18, 2019.

[190] Dario Pavllo, Christoph Feichtenhofer, David Grangier, and Michael Auli. 3d human pose

estimation in video with temporal convolutions and semi-supervised training. In Proceedings

of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 7753–7762,

2019.
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